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Abstract—Artificial Immune Systems (AIS) and Support Vec- organize the huge amount of digital texts produced, in ap-
tor Machines (SVM) are grounded on two radically different plications such as document processing and visualization,
conceptual paradigms, each one having intrinsic distinctie fea- Web mining, digital information search and patent analysis

tures suitable to be successfully applied in dynamic real wid . e . . L
applications. One of such applications is the classificatio of The task in text classification is often defined as assigning

textual documents where each approach individually has preed Previously defined classes to documents (natural language
to obtain promising results. texts) by analysing their content. While many techniques

In this paper we aim to present an hybrid system for have successfully been used in tackling the problem of text
text classification based on the ensemble of both AIS and g|agsification, current research is focused on kernelebase

SVM approaches. In AIS we explore a binary classification algorithms mainlv due to their performance accuracy and
methodology derived from an immunological model which stad gori inly” du Irp uracy

that for activation thresholds for T-cells activation is based SParsity of the final solution. Examples are Vapnik's Suppor
on the recent history of their iterations with the environment. Vector Machine (SVM) [2] which implement the principle
Regarding the SVM we take advantage of a non-evolutionary of structural minimization and different solutions based o
implementation that produced remarkable results with text  committees of kernel-based machines, such as boosting.
classification. We report some preliminary results on the . . . .
well-known Reuters-21578 benchmark, showing promising | NS Paper aims to evaluate the appropriateness of using
classification performance gains, resulting in a classifiton a@n evolutionary Tunable Activation Threshold (TAT)-based
that improves upon all baseline contributors of the ensemld approach to improve the overall performance of text classifi
committee. tion. We propose an ensemble committee approach composed
Keywords: Support Vector Machine, Artificial Immune by an AIS _and an SVM implementation. The results were
System, Text Classification, Tunable Activation Threshold, obtglned with t.h_e Reuters_-21578 data set and ShOV_V that a
Ensembles conjugated decision of the immune-based approach with SVM
improve the final classification decision.

The rest of the paper is organized as follows. We start by
presenting in Section Il the fundamentals of the baseling Al

The vertebrate Immune System (IS) has proved to be a vefiyd SVM learning systems. We then proceed in Section IlI
interesting and emergent source of inspiration for the Hevey describing the proposed approach to deal with text elassi
opment of innovative solutions applied to computer scieng@ation. Then, we show and discuss in Section IV the results
and engineering fields, like anomaly detection and classificobtained on processing the Reuters-21578 data set. Finally
tion. Artificial Immune Systems (AIS) have incorporated thgy Section V we discuss the conclusions of our work and

immune models and processes in a conceptual framework fefminate by delineating some future research directions.
the purpose of outperforming other detection and clastifica

methods in such dynamic behaviors. I
In the last decades the production of textual documents in

digital form has increased exponentially, due to the ineeela Here we describe the fundamentals of the immunological

availability of hardware and software [1]. As a consequenamodel adopted in the proposed AIS for anomaly detection, as

there is an ever-increasing need for automated solutionswell as SVM and committee-based learning systems.

|I. INTRODUCTION

. BACKGROUND



A. Artificial Immune Systems stimulated with a strong stimulus become activated and are

The IS evolved to become a highly complex defense medhYs able to start an immune response [11], [13]. The TAT
anism that has the ability to recognize foreign substancggictioning can be described as follow:
(pathogens) and to distinguish between those that comespo 1) T-cell activation process is controlled by the activity o
to the harmless (self) from those that are related to sonm for  two specific enzymes that respond to antigenic signals
of intrusion (non-self) [3]. It is composed by two main lager (S) delivered by the APC: Kinase/{) and Phosphatase
of defenseinnate and adaptive The former only recognizes (P).
specific known substances and its behavior is similar in alR) T-cell activation is a switch-type response that recuire
individuals of the same species.The latter is apparenilyuen that K supersede®, at least transiently.
to each individual and is able to “learn” and to recognize new3) At each given moment in time, T-cells interacts with
forms of abnormal pathogens that gradually change throutgho  the peptide presented by APCs and receive a stimulus
time, thus providing a highly sophisticated adaptive forin o that depends on theffinity between its receptor (T-cell
pathogen recognition. The IS is also supported by a complex Receptor (TCR)) and the peptide ligand, causing the
set of cellular structures. Among them, the Antigen Prasgnt cell to adapt by increasing or decreasing its activation
Cell (APC) digests and converts pathogens into speitides threshold.
which are then presented to the lymphocyf®s¢ll9, through  4) During the T-cell conjugation with an APC, TCR stimulus
a molecular structure denominated “MCH/Peptide Complex”.  result in a faster increase of both kinase ans phosphatase

T-cells have a specific set edceptorghatbindswith a certain enzymatic activities.
degree of affinity with the peptides that are being presente®) If, after the conjugation of T-cell and APC, the kinase
by APCs. level supersedes that of phosphatase, then the T-cell is

Artificial Immune Systems (AIS) are defined as adaptive activated. Otherwise, the T-cell remains in a quiescent
systems inspired by theoretical immunology and observed state.
immune processes and models, which can be applied to a prob) T-cells react differently to the signals they receive
lem solving [4]. Nowadays, there exists already a full body from APC. (through pairs "MHC/peptide”)adjusting
of theoretical work involving models and algorithms dedise its threshold of activation proportionally to the signals
by theoretical immunologists that describe and succdgsful  received from the APC
predict certain aspects of the IS behaviour. This constitut Thus, within this model, each T-cell has its own responsive-
the basis and source of inspiration behind the developmentsss and tuning updated according to the history of intracel
of AIS [4] for several domain applications, like anomalyular interactions between T-cell and APC, which means that

detection [5] and classification [6]-[8]. different cells with different antigen-specificity end uaving
B. A model for tuning T-cells activation thresholds gt'f:ﬁr?_m activation thresholds as they are exposed tewifit
imuli.

Autoimmunity is still an open issue among the immunol- ¢ ctivation threshold increases gradually if the signal

ogists research community and was partially explained by.qjveq are recurrent and decreases in the absence ofssigna
Burnet's Negative Selection (NS) theory [9] and Matzingery_.q|5 should beactivatedif, in a given period of time, the

Daf‘ger Theory (DT) [10]. Be.sidgs.the.ir contributions_on e>%'ignals received from the APC are higher than the current
plaining the IS self/non-self discrimination, both modieiied threshold. Notice that this can happen if a T-cell does not

to clarify the presence of mature auto-reactive lympha®ylg,ceive signals from an APC for some time and ends up with

in normal healthy individuals that may cause autoimmungg, hiantially decreased threshold, thus becoming msi¢rea
dlsegses. Interestingly, those auto-reactive lymphaagiteu- to activate in the presence of higher signals.
late in healthy individuals and are prevented from mounting We also made the following simplifications:

an harmful immune response against its own body tissues..
Moreover, this observed IS function may be related to anothe . AL )
one, that is how the immune system adjusts its response to th PS. basal_vf’;\_luefo) IS hlgher thank’s (Ko);
environmental context in which antigens are recognised [11 ® SO, Is the initial value f_orS_, ,

In this direction, Grossman postulated that lymphocyteetu  * K,S turnover ratle ﬂ<) is higher tr,wanPs (TP);
up and update their responsiveness according to the stimul? K’s slope ¢K) is higher thanp’s;
received from the environment. Grossman’s TAT model [11] In order to reduce the number of simulation parameters
and Carneiro’s simplified model [12] were behind the TARNd therefore to simplify their run time optimization and
model we adopted to build an AIS for anomaly detection [13§onsequently the overall processing time, we have chosen to
The underpinning idea is that lymphocytes tune up and upd&@ive Ko, Fo, 7K and¢P according to the following:
their responsiveness according to the stimuli receivethfitte o we assumeky = Sy - 7K and Py = Sp - 7P;

both K and P are exposed to the same stimulgis

environment. According to the model, those auto-reacyime| o we derivedrK = 7- 7P, with 7 = ZX;
; . ; : _ _ P,
phocytes that are continuously stimulated by self antigeh e e we also derivedyP = ¢ - 9K, with ¢ = Z%;

up by adapt its level of responsiveness and thus prevent from» the IS’s speed of response is given by a constant value
mounting an immune response. Those that are sporadically (t);



Assuming {P,,K} as the basal values, in each iteratibon Otherwise, those related to the remaining classes shofiltede
the values forK and P are given by the following equationsthe normal behavior. The Reuters-21578 documents data set
(1 and 2): is the most popular benchmark test data set and has been used
to test several classifier algorithms, being SVM the one that
P {min((SJr So)-TK,K;_1+=¢K -t); if (S+So)-7K)>K;_1 has achieved the best performance [14].
fT |\ max((S + So0) - 7K, Ki—1— = ¢K - t); otherwise W In the TAT-AIS, as with other AIS [4], there is a direct
mapping of artificial system components with its relevant
biological IS counterparts. To better contextualise thel TA
b [N + o) TP Pt = 6P 0 W (54 S0)-7P) > Pios :(r:narlmécr)\g:oglcal metaph_or, Table | dep|pts thelr_rw_iln immunelog
© = \max((S + So) - 7P, P;_1— = P - 1); otherwise ponents and its corresponding artificial countespa
@ when applied specifically to text filtering.

In this simple set-up, the activation threshold corresgondimmune System AIS counterpart
to the difference betwee® an_d K activities. The higher Antigen A text document, representing a contextual
the value of the former relative to the latter, the greater behaviour (class).
the difficulty to activate the T-cell. Under these conditipn APC QltkeX} _d;)cume_“t, fep_rege”t";)g ﬁ CO“Ff?XtUla'
those T-cells that receive continuous or sufficiently freufu aﬁﬁggn'sn ormation carried on by the artificia
antigenic signals from APC become unresponsive and thoSehagocytosis Data preprocessing, which consists on produc
that rarely see their antigen remain sensitive to a further lt?gt:]he Acglénks of information to be presented
L y the .
activation [12]' Peptide The words in the document, representing the
. chunks of information contained in the APC.
C. Immunological metaphor MHC/Peptide ligand A word representative of artificial peips.
. . ] T-Cell Artificial detector.
) The n"fmve features Qf TAT immunological model, na}rne_IyT-(:eII Receptor (TCR) A word representative of the artifiaietec-
its adaptive and dynamic self tolerance and non-self discri tors.
ination processes described previously, highlights arinsit ?Cel:'/fipe;_to"e A—'St Oé_avat"at_’r'/'degteCmf,S- detector bt
self/non-self discrimination function that can be inwefy 5 ~¢vaion e e ynamics, a detector i
transposed to non-biological and contextual application d Affinity Distance measure between the words represen-
mains. One such appealing application is the text filtering, tative of peptides and T-cells

Autoimmune response Corresponds to a false text clas#ificedised

in which a set of texts should be filtered out before reach- by the system.
ing a user or application. The best known example are theon-self Documents set from the class we intend to
email spam filtering applications. Generally speaking, @sp classify.

Self A set of documents from the remaining

filtering comprises the classification of incoming email mes classes.

sages between legitimate messages (ham) and unsoliciésd on
(spam). The ham messages corresponds to the “self” profilable I: Immunological TAT metaphor for text classification
and is composed by the mostly used words in each one’s emalil
conversations. Otherwise, the spam (or non-self) messages )
has a subset of words whose relationship may indicate Bn Support Vector Machines
unsolicited kind of information. Also in this example, the SVM are a learning method introduced by Vapnik [2] based
meaning of ham and spam changes over time. From one hamalhis Statistical Learning Theory and Structural Minintiaa
one frequently initiate conversations about new subjents aPrinciple. When using SVM for classification, the basic idea
with previously unused email addresses. On the other haig,to find the optimal separating hyperplane between the
the meaning of what is deemed by spam also changes cpositive and negative examples. The optimal hyperplane is
tinuously. Two examples about the dynamic change of spafefined as the one giving the maximum margin between the
are the innovative ways by which some assumed spam wotdsning examples that are closest to it. Support vectoes ar
are written in order to evade the spam filters (like, “vlagrahe examples that lie closest to the separating hyperplane.
and “vlaGr@"), as well as the inclusion of new unseen andnce this hyperplane is found, new examples can be classified
previously undeclared spam words in the unsolicited emaiimply by determining on which side of the hyperplane they
messages. are. Figure 1 shows a simple two-dimensional example, the
Another appealing example is the text classification likeptimal separating hyperplane and four support vectors.
the processing of Reuters-21578 Text Categorization Test a) Foundations: SVM start from a simple linear max-
Collection. Although it is a multi-class, multi-label andtero- imum margin classifier. Given an independent and identi-
geneous corpus of news articles, the underpinning ideaats tbally distributed sample(xi,y1), ..., (xi, 1), where x; for
it can be seen in a binary classification perspective and thus 1, ..., is a feature vector of lengthandy; = {+1, -1}
suitable to fall into an anomaly detection problem. Conside is the class label fok;, find a classifier with the decision
the whole data set, those documents belonging to a particiflanction f(z), such thaty = f(z), wherey is the class label
class we are looking for represents the abnormal behavifor x.




restrict the class of functions thgt is chosen from to one
with the capacitysuitable for the amount of training data. VC
theory provides bounds on the test error, circumventing the
generalization problems presented earlier. Minimizingsth
bounds leads to the principle &tructural Risk Minimization
= A function’s capacity can take the form of VC-Dimension,
defined as the largest numbenf points that can be separated
in all possible ways, using functions of the given clasé. ¥ [
is the VC-Dimension of the class of functions that the leagni
Figure 1: Optimal Separating Hyperplane. machine can implement, then for all the functions of thasgla
with a probability of at least — 7, the bound (6):

h 1
The performance of the classifier is measured in terms of R(A) < Remp(A) + ¢< Og(n)) (6)

> P - LR 1
classification error, as defined in (3).
holds, where theonfidence termy is defined as (7):

0 if y=f(a)
E(y, f(z)) = {1 otherwise. ®) p (ﬁ log(n)) _ \/h(log%l +1) —log(})

T ;i )
Learning machines have a set of adjustable parameters, o
Given the above classification task, the machine will tuse it ~ P) Support Vector ClassificationAlthough text catego-
parameters\ to learn the mapping — y. This will result in fzationis a multi-class, multi-label problem, it can beken
a mappingx — f(x, \), which defines the particular Iearning?nto a number of binary class problems without loss of gdnera

machine. The performance of this machine can be measuf¥d This means that instead of classifying each documeot in
by the expectation of the test error, as shown in (4). all available categories, for each pdiocument, category}
we have a two class problem: the document either belongs or

_ does not to the category.
RV = /E(y’ feA) dP(x.y) @ Although there are several linear classifiers that can sépar

This is called the expected risk and requires that at least @fh classes, only one, the Optimal Separating Hyperplane,
estimate ofP(x, y) is known, which is not available for mostMaximizes the margin, i.e., the Q|stance to the nearest data
classification tasks. Thus the empirical risk measure, définP0int of each class, thus presenting better generalizgmn

in (5), has to be used. tential. _ .
The output of a linear SVM iar = w x x — b, where

l . .
1 w is the normal vector to the hyperplane ards the input
Remp = 1 Z; E(y, f(xA)- ®) vector. Maximizing the margin can be seen as an optimization

- . ] problem:
The empirical risk provides a measure of the mean error

over the available training data and most training algatgh minimize l||w||2,
implement its minimization (Empirical Risk Minimization) , 2 )
i.e., minimize the empirical error using maximum likeliltbo subjected to y(w.x +b) > 1,¥,

estimation for parameters. These conventional training al-wherez; is the training example ang; is the correct output
gorithms do not consider the capacity of the learning maehifor the ith training example, as represented in figure 1.

and this can result in over fitting, i.e., using a learning hilme ~ Intuitively the classifier with the largest margin will give
with too much capacity for a particular problem. low expected risk, and hence better generalization.

In contrast with ERM, the goal of SRM [2] is to find To deal with the constrained optimization problem in (8)
the learning machine that yields a good trade-off betweéagrange multipliersy; > 0 and the Lagrangian (9) can be
low empirical risk and small capacity. There are two majdntroduced:
problems in achieving this goal: (i) SRM requires a measure 1 !
of the capacity of a particular learning machine or, at least L, §||W||2 - Z a;(yi(w.x +b) — 1). 9)
upper bound on this measure; (ii) an algorithm to select the i=1
desired learning machine according to SRM'’s goal is neededThe Lagrangian has to be minimized with respect to the

To address these two problems Vapnik and Chervonenkismal variablesw andb and maximized with respect to the
[2] proposed the concepts of Vapnik Chervonenkis (VQual variablesy; (i.e. a saddle point has to be found) [15].
confidence and SVM. SVM are universal learners. In their basic form, shown so

Itis possible to choose a function that classifies well irajn far, SVM learn linear threshold functions. However, using
data, but does not generalize well on test or real data, i.en appropriate kernel function, they can be used to learn
therefore the reaRisk (see 4) will not be minimized. In VC polynomial classifiers, radial-basis function networkd three
theory, Vapnik and Chervonenkis prove that it is necessarylayer sigmoid neural networks.

(8)



E. Committee classification approaches x. Refining this basic representation, it has been shown that

Classifier committees or ensembles are based on the i§€&!ing the dimensions of the feature vector with their isee
that, given a task that requires expert knowledgesxperts document frequency DF'(w;) leads to an improved perfor-
may perform better than one, if their individual judgmentd'ance.IDF(w;) (10) can be calculated from the document
are appropriately combined. A classifier committee is thdfeduencyDF(w;), which is the number of documents the
characterized by (i) a choice &fclassifiers, and (ii) a choice Word w; occurs in.
of a combination function, usually denominated a voting D
algorithm. The classifiers should be as independent asipessi IDF(w;) = log (W) (10)
to guarantee a large number of inductions on the data. By ’
using different classifiers to exploit diverse patterns wbes Here, D is the total number of documents. The inverse
to make the ensemble better than just the sum (or averageyument frequency of a word is low if it occurs in many
of the parts, we can obtain a gain from potential synergidocuments and is highest if the word occurs in only one. To
existing between the different ensemble classifiers [16].  disregard different document lengths, each document featu

An ensemble is started by creating base classifiers withctorx; is normalized to unit length.
necessary accuracy and diversity. Unlike the traditiomal a
proach of choosing the best performing learning machine, an IIl. THE ENSEMBLE MODEL ADOPTED

ensemble strategy compares the performance of the combinegl,is section presents an ensemble of a TAT-based model
output with the selection and use of the best one, in terjRgn an SVM implementation for text classification.
of classification performance. Thus, our goal is to improve |, \what follows we present the proposed AIS-SVM en-

classification performance, which is possible when the baggmple structure. There are several methods to create the
classifiers show different patterns of errors, since thersIr ot of elements in an ensemble. such as. different training
made by one of them can be compensated by the corregiynies applying diverse preprocessing methods or using
output of others. There exist several methods to create (igioys learning parameters. The conjugation of their ltesu
set of elements in an ensemble, such as, different trainiggn 5150 be accomplished in a number of ways, like weighted
samples, different preprocessing methods or differemhieg  5yerage or majority voting. Having in this case two radigall
parameters. The conjugation of their results can also Bfferent approaches to structure an ensemble framewazk, w
accomplished in a number of ways, like weighted average @fined a two-level hybrid model illustrated in Figure 2 that

majority voting. joins the predictions of both SVM and TAT-based models.

E. Text classification During the training phase the models are dealt with sefdsrate
The goal of text classification is the automatic assignment

of documents to a fixed number of semantic categories. Each Reuters-21578

document can be in multiple, exactly one, or no category at Documents

all. Using machine learning, the objective is to learn dfass

from examples, which assign categories automaticallys Thi /\

usually considered a supervised learning problem. Toifaisl SVM TAT

effective and efficient learning, each category is treated a Voting Voting

separate binary classification problem. Each of such pnable l l

answers the question of whether or not a document should be Confidence]l [Confidence

assigned to a particular category. SVM TAT
Documents, which typically are strings of characters, have | |

to be transformed into a suitable representation for both

the learning algorithm and the classification task. The most Ensemble

common representation is known as tBag of Wordsand e

represents a document by the words occurring in it. Usually

the irrelevant words are filtered using a stopword list ared trigure 2: TAT based and SVM hybrid model for text classifi-

word ordering is not deemed relevant for most application&tion.

Information retrieval investigation proposes that indtea

words, the units of representation could be word stems. i&. a numbem of classifiers is generated by varying SVM

word stem is derived from the occurrence form of a wordarameters and a number of classifiers is generated varying

by removing case and inflection information. For exampklie TAT parameters. On the other hand, for the testing phase,

"viewer”, "viewing”, and "preview” are all mapped to the sam first each model is called to independently classify a tgstin

stem "view". example, and then two sets are constructed, one for each type
This leads to an attribute-value representation of texthEaof model (SVM and TAT). We then apply a majority voting

distinct wordw; corresponds to a featurBF(w;,x), repre- strategy to each set to define its decision, i.e. if the doecume

senting the number of times word;, occurs in the documentis a positive or negative example of the class.



When bOth SVM and TAT sets agree on the ClaSSiﬁcation <REUTERS TOPICS="YES" LEWISSPLIT="TRAIN" CGISPLIT="TRAINING-SET"

OLDID="5552" NEWID="9">

of the testing example the two-level model outputs directly | <aze-26-res-1987 15:17:11.20</DR1E>

. .. . ... <TOPICS><D>earn</D></TOPICS>
their consensus decision. However, if both sets majoritingo <PLACES><D>usa</D></PLACES>
. . . <PEOPLE></PEOPLE>
disagree or tie (ties can happen wheror m are even), a CORCSORCS  cnnne
different algorithm must be in place. We defined a heuristic | <covairzs.</covenvzs-
voting rule based on the strengih of the confidence of each §45;

&#22;&#22;&#1;£0762&#31;reute

5;&#5;F

set decision. To determin@ for SVM one follows these steps: £ £ BC-CHAMPION-PRODUCTS-61E;CH  02-26 0067</UNKHOM>
<TEXT>&#2;
1) sum SVM outputs COATELINES | ROCHESTER, N.v., Fen 26 - </DATELINES cBODYACHampion

2) when all agree, we have a baseline 100%, otherwise 50% | products 1nc said its

. R . . board of directors approved a two-for-one stock split of its
3) When the sum Is Iess than 3’ we Say that pred'ct'on 1S common shares for shareholders of record as of April 1, 1987.

X The company also said its board voted to recommend to
50% 0therW|Se 100% shareholders at the annual meeting April 23 an increase in the
. ! . R authorized capital stock from five mln to 25 mln shares.
4) D is the product of baseline by prediction Reuter

&#3;</BODY></TEXT>

</REUTERS>

And for TAT D is determined according to:

1) when all agree, we have a confidence of 100%
2) when we have maximum disagreement we have a confi-

Figure 3: Reuters-21578 document.

Category Train  Test

dence of 0% _ Earn 2715 1044
3) confidence is proportional to the degree of agreement Acq 1547 680
between TAT classifiers Interest 313 121
Money-fx 496 161
o ) ) ) Ship 186 89
The set with higher confidence will define the output of the Grain 395 138
two-level hybrid model in Figure 2. Note that the value/of Wheat 194 66
. Crude 358 176
must be the same for both sets of models. In our experiments, Corn 164 52
detailed in Section IV, we used =3, m =4 andD = 4. Trade 346 113
1V. EXPERIMENTAL EVALUATION AND RESULTS Table II: Number of pOSitive training and teSting documents

This section describes the results obtained by processfr?gr; the Reuters-21578 most frequent categories.

the Reuters-21578 data set with the AIS-SVM ensemble

framework previously described in Section Ill. We start b : . L .
P y Ymporal basis and its value reflects the historical itensti

analysing the data set and its appropriateness to be panbesg . ) : :
3 o ith the environment, measured by signal intensity. When
by the TAT-based AIS. We then proceed by describing te plied to text classification, this signal intensity reftethe

experimental setup and conclude by evaluating the restfit . . . i
oth)ained P y 9 concentration of words in each document presented in aytimel

ordered data set. Thus, a data set for which we may expect
A. Reuters-21578 data set a good performance with TAT should be two-fold. It has to

The widely used Reuters-21578 benchmark was used in fipve a c_omprehensive set of words that appear recurre_ntly
experiments. It is a financial corpus with news articles docf'rough time t.hus inducing a subset of the T-cells repastoir
ments averaging 200 words each. Reuters-21578 is pub"&q)ybecome quiescently; ar_1d it also hgs to h_ave another S?t of
available® and its corpus has 21,578 documents classifié(\‘.lordS tha_t appear sporad|cally_ but with a h'_gh concenmtlo
into 118 categories. It is a very heterogeneous corpuse siﬁguﬁ allowing agr(;up OLT'Ce"S In tr(;e repert0|_re tol be et
the number of documents assigned to each category is vEly1€ Presence ot such a receive st_rong sighal.
variable. There are documents not assigned to any of th igure 4 clearly illustrates the peptides dlstrl_bunon ago
categories and documents assigned to more than 10 categoHle Various classes of documents presented in the data set.
On the other hand, the number of documents assigned to e5tfM the ten data sets of Reuters-21578, only in the data
category is also not constant. There are categories with ofift €lated to theam category we are able to find a clear
one assigned document and others with thousands of assigﬂ'éHnCt'on between those wo classes (Figure 4(a)). On the

documents. Figure 3 presents an example of a documentr(?maini”g data s_ets the normal behavior is dominant, in that
the collection. TheModApte splitwas used, using 75% of their representatlvg words appear on a much larger amount
the articles (9603 items) for training and 25% (3299 iteros) fyvhen compared with such representative of anomalous behav-

testing. Table Il presents the 10 most frequent categorids 4°'- Figure 5 stress this fact by depicting the occurrendes o
the number of positive training and testing examples. The§&ch word in both classes, for all the categories.

10 categories are widely accepted as a benchmark, since 7@?/‘13erformance Metrics

of the documents belong to at least one of them. In the TAT

model the activation threshold of each T-cell is adjusted in !N order to evaluate a binary decision task we first define
a contingency matrix representing the possible outcomes of

Lhitp://kdd.ics.uci.edu/databases/reuters-2157&rs1578.html. the classification, namely the True Positive (TP - positive
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cation used with3 = 1, i.e. I, and thus the results reported

in this paper are macro-averagéd values.
‘ C. Experimental setup

T ST In this case, our working hypothesis is that an AlS-SVM
ensemble model is able to produce a better text classificatio
ey oo e e than each one isolated. According to TAT, this is achieved
by a self/non-self distinction process based on the tenhpora
historic frequencies of patterns presented in past doctamen

' b Through time, the T-cells that recognise frequent patterns
become inactive and evolve to a quiescent state, while those
, that detect sporadic patterns within APCs with a reasonable

d word:

(e) Categorygrain (f) Categoryanterest

T e S T concentration, become reactive thus initiating an immuee r
(9) Categorymoney-fx (h) Categoryship sponse. We have conducted experiments withetire data set
. DNribuuonofwoldsinnorm:\l.’mdulenclasscf-In\d: . Dislubunonof\mrdsmnmm:\lundnlerlfl:\ss:;m-m\vlm\( Using the processing parameters and Criteria |||U5tratdﬂe
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following. For SVM we also explored different parameters
resulting in three different learning machines:

e SV Mji: Linear default kernel
e SV Mo,: Linear kernel with trade-oft”, training errorvs
margin, set tol00

zzzzz

L

_ _ - e SV Ms;: Linear kernel with the cost-factor (by which
(i) Categorytrade () Categorywheat training errors in positive examples outweigh errors in

Figure 4: Words distribution by class in the Reuters-21578 negative examples) set. B
data set. For TAT we used a set of fixed values f&S, Ct and Inc,

together with a Latin Hypercube (LHC) sampling generator
to obtain the multidimensional squares for the remaining
parameters, T andt. We then run each parameters set against

examples classified as positive), the True Negative (TNise (raining data set, being the following those that ackdev
negative examples classified as negative), False PoskRe (o past performance:

- negative examples classified as positive) and False Negati TAT:: & = 0.038 = = 0.939 ¢ — 0.00774: LS — 5:
(FN - positive examples classified as negative). ¢ 11 ¢ = 0.038 7 = 0.939; £ = 0. ’ = %
Ct = 0.05; Inc = 0.005

Several measures have been defined based on this con- TATy: ¢ = 0.038; 7 = 0.939; ¢ = 0.00774; LS = 15;

d

tingency table, such as, error rate {7 "Hpr7y), recall Ot — 0.05 Inc — 0.005
(7p77y), and precision £7-75), as well as combined § 7a7: 4 = 0.031; r = 0.921; ¢ = 0.00800; LS = 5;
measures, such as, the van Rijsberfigmeasure, which com- Ct = 0.05: Inc—0.005

. . - . . 2
bines recall and precision in a single scaf, = %

The latter is one of the best suited measures for text classifizhttp:/svmlight.joachims.org



Precision
Recall --

The preliminary results obtained thus far with this ensembl
approach were very encouraging to proceed with this line
of research. Further developments will be directed towards
the enhancements that should be made to the preprocessing
phase, since we are confident that this hybrid model may also

produce satisfactory results in the classification of thepyet

apply this hybrid model to other contextual environments, f
example those related to spam filtering.
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