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#### Abstract

One of the main unresolved problems that arise during the data mining process is treating data that contains temporal information. In this case, a complete understanding of the entire phenomenon requires that the data should be viewed as a sequence of events. Temporal sequences appear in a vast range of domains, from engineering, to medicine and finance, and the ability to model and extract information from them is crucial for the advance of the information society. This paper provides a survey on the most significant techniques developed in the past ten years to deal with temporal sequences.


## 1 Introduction

With the rapid increase of stored data, the interest in the discovery of hidden information has exploded in the last decade. This discovery has mainly been focused on data classification, data clustering and relationship finding. One important problem that arises during the discovery process is treating data with temporal dependencies. The attributes related with the temporal information present in this type of datasets need to be treated differently from other kinds of attributes. However, most of the data mining techniques tend to treat temporal data as an unordered collection of events, ignoring its temporal information.

The aim of this paper is to present an overview of the techniques proposed to date that deal specifically with temporal data mining. Our objective is not only to enumerate the techniques proposed so far, but also to classify and organize them in a way that may be of help for a practitioner looking for solutions to a concrete problem. Other overviews of this area have appeared in the literature ([25], [56]), but is not widely available, while the second one uses a significantly different approach to classify the existing work and is considerably less comprehensive than the present work.

The paper is organized as follows: Section 2 defines the main goals of temporal data mining, related problems and concepts and its applications areas. Section 3 presents the principal approaches to represent temporal sequences, and Section 4 the
methods developed to measure the similarity between two sequences. Section 5 addresses the problems of non-supervised sequence classification and relation finding, including frequent event detection and prediction. Section 6 presents the conclusions and points some possible directions for future research.

## 2 Mining Temporal Sequences

One possible definition of data mining is "the nontrivial extraction of implicit, previously unknown and potential useful information from data" [19]. The ultimate goal of temporal data mining is to discover hidden relations between sequences and subsequences of events. The discovery of relations between sequences of events involves mainly three steps: the representation and modeling of the data sequence in a suitable form; the definition of similarity measures between sequences; and the application of models and representations to the actual mining problems. Other authors have used a different approach to classify data mining problems and algorithms. Roddick [56] has used three dimensions: data type, mining operations and type of timing information. Although both approaches are equally valid, we preferred to use representation, similarity and operations, since it provided a more comprehensive and novel view of the field.

Depending on the nature of the event sequence, the approaches to solve the problem may be quite different. A sequence composed by a series of nominal symbols from a particular alphabet is usually called a temporal sequence and a sequence of continuous, real-valued elements, is known as a time series.

Time series or, more generally, temporal sequences, appear naturally in a variety of different domains, from engineering to scientific research, finance and medicine. In engineering matters, they usually arise with either sensor-based monitoring, such as telecommunications control (e.g. [14], [15]) or log-based systems monitoring (see, for instances [44], [47]). In scientific research they appear, for example, in spatial missions (e.g. [34], [50]) or in the genetics domain (e.g. [15]).

In finance, applications on the analysis of product sales or inventory consumptions are of great importance to business planning (see for instance [5]). Another very common application in finance is the prediction of the evolution of financial data (e.g. [3], [16], [20], [11], [7], [21], [17], [55]).

In healthcare, temporal sequences are a reality for decades; with data originated by complex data acquisition systems like ECG's (see, for instances [13], [21], [24], [57]), or even with simple ones like measuring the patient temperature or treatments effectiveness ([9], [6], [12]). In the last years, with the development of medical informatics, the amount of data has increased considerably, and more than ever, the need to react in real-time to any change in the patient behavior is crucial.

In general, applications that deal with temporal sequences serve mainly to support diagnosis and to predict future behaviors ([56]).

## 3 Representation of Temporal Sequences

A fundamental problem that needs to be solved in the representation of the data and the pre-processing that needs to be applied before actual data mining operations take place. The representation problem is especially important when dealing with time series, since direct manipulation of continuous, high-dimensional data in an efficient way is extremely difficult. This problem can be addressed in several different ways.

One possible solution is to use the data with only minimal transformation, either keeping it in its original form or using windowing and piecewise linear approximations to obtain manageable sub-sequences. These methods are described in section 3.1. A second possibility is to use a transformation that maps the data to a more manageable space, either continuous (section 3.2) or discrete (section 3.3). A more sophisticated approach, discussed in section 3.4 is to use a generative model, where a statistical or deterministic model is obtained from the data and can be used to answer more complex questions. Approaches, that deal with arbitrary dimension transaction databases are presented in section 3.5.

One issue that is relevant for all the representation methods addressed is the ability to discover and represent the subsequences of a sequence. A method commonly used to find subsequences is to use a sliding window of size $w$ and place it at every possible position of the sequence. Each such window defines a new subsequence, composed by the elements inside the window [16].

### 3.1 Time-Domain Continuous Representations

A simple approach to represent a sequence of real-valued elements (time series) is using the initial elements, ordered by their instant of occurrence without any preprocessing ([3], [41]).

An alternative consists in finding a piecewise linear function able to approximately describe the entire initial sequence. In this way, the initial sequence is partitioned in several segments and each segment is represented by a linear function. In order to partition the sequence there exist two main possibilities: define beforehand the number of segments or discover that number and then identify the correspondent segments ([14], [27]). The objective is to obtain a representation amenable to the detection of significant changes in the sequence.

While this is a relatively straightforward representation, not much is gained in terms of our ability to manipulate the generated representations. One possible application of this type of representations is on change-point detection, where one wants to locate the points where a significant change in behavior takes place.

Another proposal, based on the idea that the human visual system partitions smooth curves into linear segments, has been proposed. It mainly consists on segmenting a sequence by iteratively merging two similar segments. Choosing which segments are to be merged is done based on the squared error minimization criteria [34]. An extension to this model consists in associating with each segment a weight value, which represents the segment importance relatively to the entire sequence. In
this manner, it is possible to compare sequences mainly by looking at their most important segments [35]. With this representation, a more effective similarity measure can be defined, and consequently, mining operations may be applied.

One significant advantage of these approaches is the ability to reduce the impact of noise. However, problems with amplitude differences (scaling problems) and the existence of gaps or other time axis distortion are not addressed easily.

### 3.2 Transformation Based Representations

The main idea of Transformation Based Representations is to transform the initial sequences from time to another domain, and then to use a point in this new domain to represent each original sequence.

One proposal [1] uses the Discrete Fourier Transform (DFT) to transform a sequence from the time domain to a point in the frequency domain. Choosing the $k$ first frequencies, and then representing each sequence as a point in the $k$ dimensional space, achieves this goal. The DFT has the attractive property that the amplitude of the Fourier coefficients is invariant under shifts, which allows extending the method to find similar sequences ignoring shifts [1].

Other possibilities that have been proposed represent each sequence as a point in the $n$-dimensional space, with $n$ being the sequence length. This representation can be viewed as a time-domain continuous representation ([20]). However, if one maps each subsequence to a point in a new space with coordinates that are the derivatives of each original sequence point, this should be considered as a transformation based representation. In this case, the derivative at each point is determined by the difference between the point and its preceding one [20].

A more recent approach uses the Discrete Wavelet Transform (DWT) to translate each sequence from the time domain into the time/frequency domain [11]. The DWT is a linear transformation, which decomposes the original sequence into different frequency components, without loosing the information about the instant of the elements occurrence. The sequence is then represented by its features, expressed as the wavelet coefficients. Again, only a few coefficients are needed to approximately represent the sequence.

With these kinds of representations, time series became a more manageable object, which permit the definition of efficient similarity measures and an easier application to common data mining operations.

### 3.3 Discretization Based Methods

A third approach to deal with time series is the translation of the initial sequence (with real-valued elements) to a discretized sequence, this time composed of symbols from an alphabet. One language to describe the symbols of an alphabet and the relationship between two sequences was proposed in [4]. This Shape Definition Language (SDL) is also able to describe shape queries to pose to a sequence database and it allows performing 'blurry' matching. A blurry match is one where the important
thing is the overall shape, therefore ignoring the specific details of a particular sequence. The first step in the representation process is defining the alphabet of symbols and then translating the initial sequence to a sequence of symbols. The translation is done by considering transitions from an instant to the following one, and then assigning a symbol of the described alphabet to each transition.

Constraint-Based Pattern Specification Language (CAPSUL) [56] is another language used to specify patterns, which similarly to SDL, describes patterns by considering some abstractions of the values at time intervals. The key difference between these two languages is that CAPSUL uses a set of expressive constraints upon temporal objects, which allows describing more complex patterns, for instance, periodic patterns. Finally, to perform each of those abstractions the system accesses the knowledge bases, where the relationships between the different values are defortedr approach to discretize time series [33] suggests the segmentation of a sequence by computing the change ratio from one time point to the following one, and representing all consecutive points with equal change ratios by a unique segment. After this partition, each segment is represented by a symbol, and the sequence is represented as a string of symbols. A particular case is when change ratios are classified into one of two classes: large fluctuations (symbol 1) or small fluctuations (symbol 0 ). This way, each time series is converted into a binary sequence, perfectly suited to be manipulated by genetic algorithms [63].

A different approach to convert a sequence into a discrete representation is using clustering. First, the sequence originates a set of subsequences with length $w$, by sliding a window of width $w$. Then, the set of all subsequences is clustered, originating $k$ clusters, and a different symbol is associated with each cluster. The discretized version of the initial sequence is obtained by substituting each subsequence by the symbol associated to the cluster that it belongs to [15].

Another method to convert time series into a sequence of symbols is based on the use of self-organizing maps ([23], [24]). This conversion consists on three steps: first, a new series composed by the differences between consecutive values of the original time series is derived; second windows with size $d$ (called delay embedding) are inputted to the SOM, which finally outputs the winner node. Each node is associated with a symbol, which means that the resultant sequence may be viewed as a sequence of symbols.

The advantage of these methods is that the time series is partitioned in a natural way, depending on its values. However, the symbols of the alphabet are usually chosen externally, which means that they are imposed by the user, who has to know the most suitable symbols, or are established in an artificial way. The discretized time series is more amenable to manipulation and processing than the original, continuous valued, time series.

### 3.4 Generative Models

A significantly different approach consists in obtaining a model that can be viewed as a generator for the sequences obtained.

Several methods that use probabilistic generators have been proposed. One such proposal [21] uses semi-Markov models to model a sequence and presents an efficient algorithm that can find appearances of a particular sub-sequence in another sequence.

A different alternative is to find partial orders between symbols and build complex episodes out of serial and parallel compositions of basic events ([43], [26], [8]). A further development [47] builds a mixture model that generates sequences similar to the one that one wishes to model, with high probability. In this approach, an intuitively appealing model is derived from the data, but no particular applications in classification, prediction or similarity-based mining are presented. These models can be viewed as graph-based models, since one or more graphs that describe the relationships between basic events are used to model the observed sequences.

A class of other approaches aim at inferring grammars from the given time sequence. Extensive research in grammatical inference methods has led to many interesting results ([48], [31], [51],) but has not yet found their way into a significant number of real applications. Usually, grammatical inference methods are based on discrete search algorithms that are able to infer very complex grammars. Neural netbased approaches have also been tried (see, for example, part VI of reference [49]) but have been somewhat less successful when applied to complex problems ([32], [22]). However, some recent results have shown that neural-network based inference of grammars can be used in realistic applications [23].

The inferred grammars can belong to a variety of classes, ranging from deterministic regular grammars ([39], [38], [52]) to stochastic ([30], [61], [10]) and context free grammars ([58], [59]). It is clear that the grammar models obtained by induction from examples can be used for prediction and classification, but, so far, these methods have not been extensively applied to actual problems in data mining.

### 3.5 Transactional databases with timing information

A type of time sequences that does not easily match any of the classes described above are transactional datasets that incorporate timing information. For example, one might have a list of items bought by customers and would like to consider the timing information contained in the database. This type of high-dimensional discrete data cannot be modelled effectively by any of the previously described approaches.

Although the modelling and representation of this type of data is an important problem in temporal data mining, to our knowledge, there exist only a few proposals for the representation of data that has this kind of characteristics. In one of the proposed representations [5] each particular set of items is considered a new symbol of the alphabet and a new sequence is created from the original one, by using this new set of symbols. These symbols are then processed using methods that aim of finding common occurrences of sub-sequences in an efficient way. This representation is effective if the objective is to find common events and significant correlations in time, but fails in applications like prediction and classification. Other authors have
used a similar representation [28], although they have proposed new methods to manipulate it.

## 4 Similarity Measures for Sequences

After representing each sequence in a suitable form, it is necessary to define a similarity measure between sequences, in order to determine if they match. An event is then identified when there are a significant number of similar sequences in the database.

An important issue in measuring similarity between two sequences is the ability to deal with outlying points, noise in the data, amplitude differences (scaling problems) and the existence of gaps and other time axis distortion problems. As such, the similarity measure needs to be sufficiently flexible to be applied to sequences with different lengths, noise levels, and time scales.

There are many proposals for similaritude measures. The model used to represent sequences clearly has a great impact on the similarity measure adopted, and, therefore, this section follows an organization that closely matches that of section 3 .

### 4.1 Distances in time-domain continuous representations

When no pre-processing is applied to the original sequence, a simple approach to measure the similarity between two sequences consists on comparing the $i^{\text {th }}$ element of each sequence. This simple method, however, is insufficient for many applications.

The similarity measure most used with time-domain continuous representations is the Euclidean distance, by viewing each sub-sequence with $n$ points as a point in $\mathrm{R}^{\mathrm{n}}$. In order to deal with noise, scaling and translation problems, a simple improvement consists in determining the pairs of sequences portions that agree in both sequences after some linear transformation is applied. A concrete proposal [3] achieves this by finding one window of some fixed size from each sequence, normalizing the values in them to the $[-1,1]$ interval, and then comparing them to determine if they match. After identifying these pairs of windows, several non-overlapping pairs can be joined, in order to find the longest match length. Normalizing the windows solves the scaling problem, and searching for pairs of windows that match solves the translation problem.

A more complex approach consists in determining if there is a linear function $f$, such that a long subsequence of one sequence can be approximately mapped into a long subsequence of the other [14]. Since, in this approach, the subsequences don't necessarily consist of consecutive original elements but only have to appear in the same order, this similarity measure allows for the existence of gaps and outlying points in the sequence.

In order to surpass the high sensibility of the Euclidean distance to small distortions in the time axis, the technique of Dynamic Time Warping (DWT) was proposed to deal with temporal sequences. This technique consists on aligning two sequences so that a predetermined distance measure is minimized. The goal is to create a new sequence, the warping path, which elements are $(i, j)$ points with $i$ and $j$ the indexes of original sequences elements that match [7]. Some algorithms that improve the performance of dynamic time warping techniques were proposed in ([36], [65]).

A different similarity measure consists on describing the distance between two sequences using a probabilistic model [34]. The general idea is that a sequence can be 'deformed', according to a prior probability distribution, to generate the other sequence. This is easily accomplished by composing a global shape sequence with local features, where each of one is allowed some degree of deformation. In this way, some elasticity is allowed in the global shape sequence, permitting stretching in time and distortions in amplitude. The degree of deformation and elasticity are governed by the prior probability distributions [34].

### 4.2 Distances in Transformation Based Methods

When Transformation Based Representations are used, a simple approach is to compare the points, in the new domain, which represent each sequence. For example, the similarity between two sequences may be reduced to the similarity between two points in the frequency domain, again measured using the Euclidean distance ([1], [11]). In order to allow for the existence of outlying points in the sequence, the discovery of sequences similar to a given query sequence is reduced to the selection of points in an $\varepsilon$-neighborhood of the query point. However, this method may allow for false hits, and after choosing the neighbor points in the new domain, the distance in the time domain is computed to validate the similarity between the chosen sequences.

Notice that this method implies that the sequences have the same length, and in order to be able to deal with different lengths, the method was improved to find relevant subsequences in the original data [16]. Another important issue is the fact that to compare different time series, the $k$ Fourier coefficients chosen to represent the sequences must be the same for all of them, which could not be the optimal one for each sequence.

### 4.3 Similarities measures in discrete spaces

When a sequence is represented as a sequence of discrete symbols of an alphabet, the similarity between two sequences is, most of the times, achieved by comparing each element of one sequence with the correspondent one in the other sequence, like in the first approach described in 4.1.

However, since the discrete symbols are not necessarily ordered some provisions must be taken to allow for blurry matching.

One possible approach is to use the Shape Definition Language, described in 3.3, where a blurry match is automatically possible. This is achieved since the language
has defined a set of operators, such as any, noless or nomore, that allows describing overall shapes, solving the existence gaps problem in an elegant way [4].

Another possibility is to use well-known algorithms for string editing to define a distance over the space of strings of discrete symbols ([33], [45]). This distance reflects the amount of work needed to transform a sequence to another, and is able to deal with different sequences length and gaps existence.

### 4.4 Similarity measures for generative models

When a generative model is obtained from the datasets, the similarity measure between sequences is obtained in an obvious way by how close the data fits one of the available models. For deterministic models (graph-based models [43], [26], and deterministic grammars [32], [22], [58], [59]), verifying if a sequence matches a given model will provide a yes or no answer, and therefore the distance measures are necessarily discrete, and, in many cases, will take only one of two possible values.

For stochastic generative models like Markov chains ([21]), stochastic grammars ([30], [61], [10]) and mixture models ([47]), it is possible to obtain a number that indicates the probability that a given sequence was generated by a given model.

In both cases, this similaritude measure can be used effectively in classification problems, without the need to resort to complex heuristic similarity measures between sequences.

## 5 Mining Operations

### 5.1 Discovery of Association Rules

One of the most common approaches to mining frequent patterns is the apriori method [2] and when a transactional database represented as a set of sequences of transactions performed by one entity is used (as described in section 3.5), the manipulation of temporal sequences requires that some adaptations be made to the apriori algorithm. The most important modification is on the notion of support: support is now the fraction of entities, which had consumed the itemsets in any of their possible transactions [5], i.e. an entity could only contribute one time to increment the support of each itemset, beside it could had consumed that itemset several times.

After identifying the large itemsets, the itemsets with support greater than the minimum support allowed, they are translated to an integer, and each sequence is transformed in a new sequence, whose elements are the large itemsets of the previ-ous-one. The next step is to find the large sequences. For achieve this, the algorithm acts iteratively as apriori: first it generates the candidate sequences and then it chooses the large sequences from the candidate ones, until there are no candidates.

One of the most costly operations in apriori-based approaches is the candidate generation. A proposal to frequent pattern mining states that it is possible to find frequent patterns avoiding the candidate generation-test [28]. Extending this to deal with sequential data is presented in [29].

The discovery of relevant association rules is one of the most important methods used to perform data mining on transactional databases. An effective algorithm to discover association rules is the apriori [2]. Adapting this method to deal with temporal information leads to some different approaches.

Common sub-sequences can be used to derive association rules with predictive value, as is done, for instance, in the analysis of discretized, multi-dimensional time series [24].

A possible approach consists on extending the notion of a typical rule $X \Rightarrow Y$ (which states if $X$ occurs then $Y$ occurs) to be a rule with a new meaning: $X \Rightarrow{ }^{T} Y$ (which states: if $X$ occurs then $Y$ will occur within time T) [15]. Stating a rule in this new form, allows for controlling the impact of the occurrence of an event to the other event occurrence, within a specific time interval.

Another method consists on considering cyclic rules [53]. A cyclic rule is one that occurs at regular time intervals, i.e. transactions that support specific rules occur periodically, for example at every first Monday of a month. In order to discover these rules, it is necessary to search for them in a restrict portion of time, since they may occur repeatedly at specific time instants but on a little portion of the global time considered. A method to discover such rules is applying an algorithm similar to the apriori, and after having the set of traditional rules, detects the cycles behind the rules. A more efficient approach to discover cyclic rules consists on inverting the process: first discover the cyclic large itemsets and then generate the rules. A natural extension to this method consists in allowing the existence of different time units, such as days, weeks or months, and is achieved by defining calendar algebra to define and manipulate groups of time intervals. Rules discovered are designated calendric association rules [54].

A different approach to the discovery of relations in multivariate time sequences is based on the definition of N -dimensional transaction databases. Transactions in these databases are obtained by discretizing, if necessary, continuous attributes [42]. This type of databases can then be mined to obtain association rules. However, new definitions for association rules, support and confidence are necessary. The great difference is the notion of address, which locates each event in a multi-dimensional space and allows for expressing the confidence and support level in a new way.

### 5.2 Classification

Classification is one of the most typical operations in supervised learning, but hasn't deserved much attention in temporal data mining. In fact, a comprehensive search of applications based on classification has returned relatively few instances of actual uses of temporal information.

One classification method to deal with temporal sequences is based on the merge operator [35]. This operator receives two sequences and returns "a sequence whose shape is a compromise between the two original sequences"[35]. The basic idea is to iteratively merge a typical example of a class with each positive example, building a more general model for the class. Using negative examples is also possible, but then is necessary to emphasize the shape differences. This is accomplished by using an influence factor to control the merge operator function: a positive influence factor implies the generalization of the input sequences, and a negative one conduces to exaggerate the differences between the positive and negative shapes.

Since traditional classification algorithms are difficult to apply to sequential examples, mostly because there is a vast number of potentially useful features for describing each example, an interesting improvement consists on applying a preprocessing mechanism to extract relevant features. One approach [40] to implement this idea consists on discovering frequent subsequences, and then using them, as the relevant features to classify sequences with traditional methods, like Naive Bayes or Winnow.

Classification is relatively straightforward if generative models are employed to model the temporal data. Deterministic and probabilistic models can be applied in a straightforward way to perform classification [39] since they give a clear answer to the question of whether a sequence matches a given model. However, actual applications in classification have been lacking in the literature.

### 5.3 Non-supervised Clustering

The fundamental problem in clustering temporal sequences databases consists on the discovery of a number of clusters, say $K$, able to represent the different sequences. There are two central problems in clustering: choose the number of clusters and initialize their parameters. Another important problem appears, when dealing with temporal sequences: the existence of a meaningful similarity measure between sequences.

Considering that $K$ is known, if a sequence is viewed as being generated according to some probabilistic model, for example by a Markov model, clustering may be viewed as modeling the data sequences as a finite group of $K$ sequences in the form of a finite mixture model. Through the EM algorithm their parameters could be estimated and each $K$ group would correspond to a cluster [61]. Learning the value of $K$, if it is unknown, may be accomplished by a Monte-Carlo cross validation approach as suggested in [60].

A different approach proposes to use a hierarchical clustering method to cluster temporal sequences databases [37]. The algorithm used is the COBWEB [18], and it works on two steps: first grouping the elements of the sequences, and then grouping the sequences themselves. Considering a simple time series, the first step is accomplished without difficulties, but to group the sequences is necessary to define a generalization mechanism for sequences. Such mechanism has to be able to choose the most specific description for what is common to different sequences.

### 5.4 Applications in Prediction

Prediction is one of the most important problems in data mining. However, in many cases, prediction problems may be formulated as classification, association rule finding or clustering problems. Generative models can also be used effectively to predict the evolution of time series.

Nonetheless, prediction problems have some specific characteristics that differentiate them from other problems. A vast literature exists on computer-assisted prediction of time series, in a variety of domains ([17], [64]). However, we have failed to find in the data mining literature significant applications that involve prediction of time series and that do not fall into any of the previously described categories.

Granted, several authors have presented work that aims specifically at obtaining algorithms that can be used to predict the evolution of time series ([46], [42]), but the applications described, if any, are used more to illustrate the algorithms and do not represent an actual problem that needs to be solved. One exception is the work by Giles et all [23], which combines discretization with grammar inference and applies the resulting automata to explicitly predict the evolution of financial time series. In the specific domain of prediction, care must be taken with the domain where prediction is to be applied. Well-known and generally accepted results on the inherent unpredictability of many financial time series [17] imply that significant gains in prediction accuracy are not possible, no matter how sophisticated the techniques used.

In other cases, however, it will be interesting to see if advances in data mining techniques will lead to significant improvements in prediction accuracy, when compared with existing parametric and non-parametric models.

## 6 Conclusions

We have presented a comprehensive overview of techniques for the mining of temporal sequences. This domain has relationships with many other areas of knowledge, and an exhaustive survey that includes all relevant contributions is well beyond the scope of this work.

Nonetheless, we have surveyed and classified a significant fraction of the proposed approaches to this important problem, taking into consideration the representations they utilize, the similarity measures they propose and the applications they have been applied to.

In our opinion, this survey has shown that a significant number of algorithms exist for the problem, but that the research has not be driven so much by actual problems but by an interest in proposing new approaches. It has also shown that the researchers have ignored, at least for some time, some very significant contributions from related fields, as, for example, Markov-process based modeling and grammatical inference techniques. We believe that the field will be significantly enriched if knowledge from these other sources is incorporated into data mining algorithms and applications.

## References

1. Agrawal, R., Faloutsos, C., Swami, A.: Efficient similarity search in sequence databases. FODO - Foundations of Data Organization and Algorithms Proceedings (1993) 69-84
2. Agrawal, R., Srikant, R.: Fast Algoritms for Mining Association Rules. VLDB (1994) 487-499
3. Agrawal, R., Lin, K., Sawhney, H., Shim, K.: Fast Similarity Search in the Presence of Noise, Scaling, and Translation in Time-Series Databases. VLDB (1995) 490-501
4. Agrawal, R., Giuseppe, P., Edward, W.L., Zait, M.: Querying Shapes of Histories. VLDB (1995) 502-514
5. Agrawal, R., Srikant, R.: Mining sequential patterns. ICDE (1995) 3-14
6. Antunes, C.: Knowledge Acquisition System to Support Low Vision Consultation. MSc Thesis at Instituto Superior Técnico, Universidade Técnica de Lisboa. (2001)
7. Berndt, D., Clifford, J.: Finding Patterns in Time Series: a Dynamic Programming Approach. In: Fayyad, U., Shapiro, G., Smyth, P., Uthurusamy, R. (eds.): Advances in Knowledge Discovery and Data Mining. AAAI Press. (1996) 229-248
8. Bettini, C., Wang, S.X., Jagodia, S., Lin, J.L. Discovering Frequent Event Patterns with Multiple Granularities in Time Sequences. IEEE Transactions on Knowledge and Data Engineering, vol. 10, n 2 (222-237). 1998.
9. Caraça-Valente, J., Chavarrías, I.: Discovering Similar Patterns in Time Series. KDD (2000) 497-505
10. Carrasco, R., Oncina, J.: Learning Stochastic Regular Grammars by means of a State Merging Method. ICGI (1994) 139-152
11. Chan, K., Fu, W.: Efficient Time Series Matching by Wavelets. ICDE (1999) 126133
12. Coiera, E.: The Role of Knowledge Based Systems in Clinical Practice. In Barahona, P., Christensen, J.: Knowledge and Decisions in Health Telematics - The Next Decada. IOS Press Amsterdam (1994) 199-203
13. Dajani, R., Miquel, M., Forilini, M.C., Rubel, P.: Modeling of Ventricular Repolarisation Time Series by Multi-layer Perceptrons. 8th Conference on Artificial Intelligence in Medicine in Europe, AIME (2001) 152-155
14. Das, G., Gonopulos, D., Mannila, H.: Finding Similar Time Series. PKDD (1997) 88-100
15. Das, G., Mannila, H., Smyth, P.: Rule Discovery from Time Series. KDD (1998) 1622
16. Faloutsos, C., Ranganathan, M., Manolopoulos, Y.: Fast Subsequence Matching in Time-Series Databases. ACM SIGMOD Int. Conf. on Management of Data (1994) 419-429
17. Fama, E.. Efficient Capital Markets: a review of theory and empirical work. Journal of Finance (May 1970) 383-417
18. Fisher, D.. Knowledge Acquisition Via Incremental Conceptual Clustering. Machine Learning vol. 2 (1987) 139-172
19. Frawley, W., Piatetsky-Shapiro, G., Matheus, C.. Knowledge discovery in databases: An overview. AI Magazine, vol. 13 n. 3 (1992) 57-70
20. Gavrilov, M., Anguelov, D., Indyk, P, Motwani, R.. Mining The Stock Market: Which Measure Is Best?. KDD (2000) 487-496
21. Ge, X., Smyth, P.. Deformable Markov Model Templates for Time Series Pattern Matching. KDD (2000) 81-90
22. Giles, C., Chen, D., Sun, G., Chen, H., Lee, Y.: Extracting and Learning an Unknown Grammar with Recurrent Neural Networks. In Moody, J., Hanson, S., Lippmann, R.. Advances in Neural Information Processing Systems, vol. 4 Morgan Kaufmann (1992) 317-324
23. Giles, C., Lawrence, S., Tsoi, A.C.: Noisy Time Series Prediction using Recurrent Neural Networks and Grammatical Inference. Machine Learning, vol. 44. (2001) 161-184
24. Guimarães, G.: The Induction of Temporal Grammatical Rules from Multivariate Time Series. ICGI (2000) 127-140
25. Gunopulos, D., Das, G.: Time Series Similarity Measures and Time Series Indexing. In WOODSTOCK (1997)
26. Guralnik. V., Wijesakera. D., Srivastava. J.: Pattern Directed Mining of Sequence Data. KDD (1998) 51-57
27. Guralnik. V., Srivastava. J.: Event Detection from Time Series Data. KDD (1999) 33-42
28. Han, J., Pei, J., Yin, Y.: Mining Frequent Patterns without Candidate Generation. ACM SIGMOD Int. Conf. on Management of Data (2000) 1-12
29. Han, J., Pei, J., Mortazavi-Asl, B., Chen, Q., Dayal, U., Hsu, M.: FreeSpan: Frequent pattern-projected sequential pattern mining. ACM SIGKDD (2000) 355-359
30. Higuera, C.: Learning Stochastic Finite Automata from Experts. ICGI (1998) 79-89
31. Honavar, V., Slutzki, G.: Grammatical Inference. In Lecture Notes in Artificial Intelligence, Vol. 1433. Springer (1998)
32. Horne, B., Giles, C.: An Experimental Comparison of Recurrent Neural Networks, in G. Tesauro, D. Touretzky, T. Leen. Advances in Neural Information Processing Systems, Vol. 7. MIT Press (1995) 697-704
33. Huang, Y., Yu, P.: Adaptive Query Processing for Time Series Data. KDD (1999) 282-286
34. Keogh, E., Smyth, P.: A probabilistic Approach to Fast Pattern Matching in Time Series Databases. KDD (1997) 24-30
35. Keogh, E., Pazzani, M.: An enhanced representation of time series which allows fast and accurate classification, clustering and relevance feedback. Knowledge Discovery in Databases and Data Mining (1998) 239-241
36. Keogh, E., Pazzani, M.: Scaling up Dynamic Time Warping to Massive Datasets. Proc. Principles and Practice of Knowledge Discovery in Databases (1999) 1-11
37. Ketterlin, A.: Clustering Sequences of Complex Objects. KDD (1997) 215-218
38. Juillé, H., Pollack, J.: A Stochastic Search Approach to Grammar Induction. ICGI (1998) 79-89
39. Lang, K., Pearlmutter, B., Price, R.: Results of the Abbadingo One DFA Learning Competition and a new Evidence-Driven State Merging Algorithm. ICGI (1998) 7989
40. Lesh, N., Zaki, M., Ogihara, M.: Mining Features for Sequence Classification. KDD (1999). 342-346
41. Lin, L., Risch, T.: Querying Continuous Time Sequences. VLDB (1998) 170-181
42. Lu, H., Han, J., Feng, L.: Stock Price Movement Prediction and N-Dimensional In-ter-Transaction Association Rules. ACM SIGMOD Workshop on Research Issues in Data Mining and Knowledge Discovery (1998) 12.1-12.7
43. Mannila, H., Toivonen, H., Verkamo, I.: Discovering Frequent Episodes in Sequences. KDD (1995) 210-215
44. Mannila, H., Toivonen, H.: Discovering Generalized episodes using minimal occurrences. KDD (1996) 146-151
45. Mannila, H., Ronkainen, P.: Similarity of Event Sequences. In TIME (1997). 136139
46. Mannila, H., Pavlov, D., Smyth, P.: Prediction with Local Patterns using CrossEntropy. KDD (1999) 357-361
47. Mannila, H., Meek, C.: Global Partial Orders from Sequential Data. KDD (2000) 161-168
48. Miclet, L., Higuera, C.: Grammatical Inference: Learning Syntax from Sentences. In Lecture Notes in Artificial Intelligence, Vol. 1147. Springer (1996)
49. Moody, J., Hanson, S., Lippmann, R. (eds): Advances in Neural Information Processing Systems, Vol. 4. Morgan Kaufmann (1992)
50. Oates, T.: Identifying Distinctive Subsequences in Multivariate Time Series by Clustering. KDD (1999) 322-326
51. Oliveira, A.. Grammatical Inference: Algorithms and Applications. In Lecture Notes in Artificial Intelligence, Vol. 1891. Springer (2000)
52. Oliveira, A., Silva, J.: Efficient Algorithms for the Inference of Minimum Size DFAs. Machine Learning, Vol. 44 (2001) 93-119
53. Özden, B., Ramaswamy, S., Silberschatz, A.: Cyclic association rules. ICDE (1998) 412-421
54. Ramaswamy, S., Mahajan, S., Silberschatz, A.: On the Discovery of Interesting Patterns in Association Rules. VLDB (1998) 368-379
55. Refenes, A.: Neural Networks in the Capital Markets. John Wiley and Sons, New York, USA, (1995)
56. Roddick, J., Spiliopoulou, M.: A Survey of Temporal Knowledge Discovery Paradigms and Methods. In IEEE Transactions of Knowledge and Data Engineering, vol. 13 (2001). To appear
57. Shahar, Y., Musen, MA.: Knowledge-Based Temporal Abstraction in Clinical Domains. Artificial Intelligence in Medicine 8, (1996) 267-298
58. Sakakibara, Y.: Recent Advances of Grammatical Inference. Theoretical Computer Science, Vol. 185 (1997) 15-45
59. Sakakibara, Y., Muramatsu, H.: Learning Context Free Grammars from Partially Structured Examples. ICGI (2000) 229-240
60. Smyth, P.: Clustering Sequences with Hidden Markov Models. In Tesauro, G., Touretzky, D., Leen, T.: Advances in Neural Information Processing Systems, Vol. 9. The MIT Press (1997) 648-654
61. Smyth, P.: Probabilistic Model-Based Clustering of Multivariate and Sequential Data. Artificial Intelligence and Statistics (1999) 299-304
62. Stolcke, A., Omohundro, S.: Inducing Probabilistic Grammars by Bayesian Model Merging. ICGI (1994) 106-118
63. Szeto, K.Y., Cheung, K.H.: Application of genetic algorithms in stock market prediction. In Weigend, A.S. et al.: Decision Technologies for Financial Engineering. World Scientific (1996) 95-103
64. Weigend, A., Gershenfeld, N.: Time Series Prediction: Forecasting the Future and Understanding the Past. Addison-Wesley (1994)
65. Yi, B., Jagadish, H., Faloutsos, C.: Efficient Retrieval of Similar Time Sequences Under Time Warping. ICDE (1998) 201-208
