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Abstract. During a criminal investigation several text documents are
produced by police officers, creating a deluge of unstructured data ob-
tained from heterogeneous sources. Therefore, identification and recogni-
tion of entities, i.e. places, organizations or persons, by a natural language
pipeline, with named-entities recognition task, could help police officers
to understand and find relevant information in data extracted. We aim
to defined a natural language processing pipeline to identify and recog-
nize entities from these police reports, supported by two trained corpus,
namely Amazonia and a Portuguese News Corpus. Additionally, we eval-
uate named-entities recognition systems, focus in Portuguese language,
with a dataset produced by the Portuguese police. We then evaluate the
performance obtained on the information retrieval process applied to the
dataset.

Keywords: natural language processing, named entity recognition, crim-
inal investigation, police reports

1 Introduction

Criminal police must deal with a huge quantity of data acquired daily, or pro-
duced during investigations, from heterogeneous sources, like paper documents,
digital reports, handwritten transcripts of interrogations, social media messages,
transcripts or forensic logs. In every investigation, a final report is produced and
includes analysis from different sources, made by texts and images. Therefore,
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we have unstructured data to be processed by natural language processing sys-
tems, through a procedure designated named-entity recognition (described in
section 2).

The necessity of understanding and manipulation of texts and speech, pro-
duced by humans, determines Natural Language Processing (NLP) as computer
science field applicable to our research. It is a huge challenge for this computer
science field, sought by several computer scientists. Therefore, the NLP arises as
the solution for that challenge, supported by other fields, e.g. linguistics, math-
ematics, artificial intelligence, robotics, psychology and others. By definition,
Natural Language Processing (NLP) is defined as,

"...a field of computer science,artificial intelligence,and linguistics con-
cerned with the interactions between computers and human (natural) lan-
guages. Many challenges in NLP involve natural language understand-
ing, that is, enabling computers to derive meaning from human or natural
language input, and others involve natural language generation." [1] .

NLP is build under different tasks, such as sentence detection and tokeniza-
tion [11], stemming [13], Part-of-Speech Tagging [1], named-entities recognition
(NER) [20] [17], relation extraction and others.

The rest of the article is organized as follows: In section 2 we present an
introduction to natural language processing and named entities recognition; in
section 3 described related work about natural language processing (NLP) and
named entities recognition related to crime domain. Additionally, we presented
a review of related works for Portuguese language from different domains. In
section 4 we defined our setup environment related to the selected frameworks
and the performance measures obtained; in section 5 present our NLP with
results obtained with two trained Corpus, which are Amazonia and Portuguese
News. The paper ends with conclusion and future work in section 6.

2 Named-entity recognition

The Sixth Message Understanding Conference 8 (MUC-6), introduced theNamed-
Entity Recognition task, as an activity to extract terms related to different enti-
ties, i.e. persons, cities, date and time or other entities extracted from structured
and unstructured documents. It was defined as a sub-task of information extrac-
tion [17]. In [17] authors defined NER as

"...is a sub problem of information extraction and involves processing
structured and unstructured documents and identifying expressions that
refer to peoples, places, organizations and companies. For us, humans,

8 http://www.itl.nist.gov/iaui/894.02/related_projects/muc/

http://www.itl.nist.gov/iaui/894.02/related_projects/muc/
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NER (Named-Entity Recognition) is intuitively simple, because many
named entities are proper names and most of them have initial capi-
tal letters and can easily be recognized by that way, but for machine, it
is so hard. One might think the named entities can be classified easily
using dictionaries, because most of named entities are proper nouns, but
this is a wrong opinion. As time passes, new proper nouns are created
continuously".

Along years several approaches were made from the language factor, textual
genre or domain factor to Entity type factor [17].

2.1 Information retrieval metrics

Information retrieval field defined metrics to measure entity recognition extrac-
tion systems performance. The metrics [14] established are: P : Precision, R :
Recall and F −Measure.

Precision is defined by the ratio of correct answers (True Positives) among
the total answers produced (Positives),

P ( Precision) =
TP

TP + FP

where TP - True Positive, a predicted value was positive and the actual value
was positive and FP - False Positive, predicted value was positive and the actual
value was negative [12].

R - Recall is defined as a ratio of correct answers (True Positives) among the
total possible correct answers (True Positives and False Negatives),

R( Recall) =
TP

TP + FN

where FN - False Negative, a predicted value was negative and the actual
value was positive [12].

F −Measure - is a harmonic mean of precision and recall,

F-Measure =
2 ∗ precision ∗ recall
precision+ recall

3 Natural language processing system applied to crime
domain - related work

In this section we describe named-entities recognition tasks and how these sys-
tems detect entities, i.e. places, persons, organizations or entities related to crime,
from different languages. Additionally, we also describe systems developed for
Portuguese language.
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In 2010, [18] authors proposed an information extraction architecture to pro-
vide the input to a web-based system called WikiCrimes [10]. To analyze the
extracted texts, they use a module called MorphoSyntactic Parser that per-
forms a morphological and syntactic analysis creating a syntactic tree. In 2012,
authors [24] proposed a system to extract Arabic named entities from crimes
documents. The system used a standard preprocessing phrase, using a sentences
splitting, tokenizer, Part-of-speech (POS) tagging (using a supervised statistical
algorithm, trained with a corpus of crime related documents with 19800 words,
in Arabic language) and a noun phrase chuncker. Follow by, a Named-Entity
Identification and classification phrase with a Named-Entity Extraction, using a
gazetteer (with a lexicon constituted by terms, i.e. Person, Personal properties,
Location, Organizations and Indicative Words - crime terms), and a Pattern
Rules module to train the NER to tag crime entities in documents.

In 2014, [8] proposed a NER system to extract entities from legal documents,
e.g. judges, companies, courts or others. In [3] is proposed a system to extract
crime information from online newspapers is proposed, fucused in the "hidden"
information related to the theft crime.

In 2015 authors proposed crime information extraction from the Web, with
crime NER task, using classification algorithms, e.g. Naive Bayes, Support Vec-
tor Machine and K-Nearest Neighbor. These classification algorithms are used
to features extraction, through a voting combination module for features identi-
fication. Alongside, a indexing module that aims crime type identification, using
the same classification algorithms [23] . In [25] authors proposed an approach
based on raw text and extracts semi-structured information, in automatic way,
using text mining techniques.

In 2016 authors proposed a system to extract verbs and their use, from crime
clusters, using two data-sets, namely real data-sets from crime and industrial
datasets with benchmarks. This system was defined with different tasks, remov-
ing not relating information, a stop words task with 571 words to delete from
processed documents. Additional, the Porter stemmer for word stemming. For
verbs identification, authors used a Word-Net identification method using the
two datasets enumerated above [5].

Authors proposed in 2017 a named-entity recognition system for police doc-
uments for Dutch Police. The NER system is named Frog, using a traditional
classification and evolution paradigm. With an annotated corpus, created from
250 criminal complaints reports, where domain experts identified entities, like
location, person, organization, event, product and others [22]. In [2] methods are
applied to discover criminal communities, analyzing their relations, and extract
useful information from criminal text data.

There are several works related to natural language processing in native Por-
tuguese language from different domains. Therefore, CaGE system [9] proposed



5

a recognition and disambiguation system of geographic named entities mapping
with geographic information, e.g. latitude and longitude coordinates. The main
features are to identify and to disambiguate geographic entities, on a dictionary
and a geographic dictionary. PorTexTO [7] proposed a system for named-entities
processing, related to time. This system was created for HAREM [21] evaluation
campaign. R3M [16] developed a NER system to identify and classify entities,
e.g. people, organizations and locations. It is based on a semi-supervised learn-
ing approach rather them linguistic resources. Rembrant system [15] proposed
a NER and relation detection between named entities in Portuguese texts, with
source of knowledge the Wikipedia. SEI-Geo [6] is a NER system for identifica-
tion and classification of named entities, e.g. Locations, based on geo-ontologies
and patterns.

4 Experimental setup

In the following paragraphs, we will describe the setup procedure for frame-
works evaluation, the dataset and the frameworks used. Finally, a discussion
about obtained results, following the information retrieval metrics (explain in
section 2.1).

4.1 Setup procedure

We have designed a setup procedure, see picture 1, to explain the steps taken
to obtain the metrics (precision, recall and F-measure) from the frameworks an-
alyzed. In step one, we use as input a dataset (see section 4.2) created from a
police report, that is a final report with documents elaborated during investi-
gations, e.g., forensic reports or smartphone logs. The original police report, in
MS Word format, was parsed to plain text (raw text), used in the NLP pipeline.

Fig. 1. Test procedure workflow

In step two, the text extracted will be processed by NER modules on each
selected framework. Finally, the frameworks outputs are assessed. We will deter-
mine the FN (False Negatives), FP (False Positive) and TP (True Positives).
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4.2 Dataset

We used a police report as a dataset, provided by a Portuguese police department
and created during a drug crime investigation. the original file is in Microsoft
Word format, with the following properties:

– Word count: 4657;
– Character count: 25152;
– Line count: 209;
– Paragraph count: 59;
– Other: tables and images.

The original file was processed, by a piece of code (supported by TIKA 9),
that parses the file into plain text (raw text), used as NLP pipeline input.

The focus of our experiment is to detect named entities, e.g. Person (PER),
Organization (ORG), Locations (LOC) and Date (DAT) and how the selected
frameworks process the dataset. Our dataset was annotated by domain specialist,
using the following rules:

– Person (PER): identify persons names with a minimum of two words, i.e.
politicians, scientists, artists or athletes;

– Organization (ORG): identified by full name or abbreviation, i.e. newspapers,
banks, universities, schools, non-profits, companies or public services;

– Locations (LOC): identify by full address’s or locals, i.e. countries, streets,
cities or village’s

– Date (DAT): identify by different formats, i.e. April 13 or 12/03/2013.

Entities extracted from our annotation procedure produce the following val-
ues: Person (PER) - 202; Organization (ORG) - 11; Locations (LOC) - 46 and
Date (DAT) - 26.

4.3 Frameworks selected

In section 3, we described different approaches to NLP with NER tasks. The eval-
uation of these approaches could determined how our dataset will be processed
by them, and what entities are identified and classified. We select approaches
that are open source or trial versions for Portuguese or English language. Our
focus is to identify named-entities in Portuguese, but in certain cases and be-
cause the framework was developed and trained for another language, we still
evaluate them for discarding option. The selected frameworks are:

9 https://tika.apache.org/

https://tika.apache.org/
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– KNIME (R) Analytics Platform 10: is an open solution for data-driven in-
novation, that supports data mining and predicting. Among the predefined
workflows in KNIME (R) Analytics Platform there is one for Natural Lan-
guage Processing that is based on OpenNLP 11 and includes the process of
Named-Entity Recognition;

– Linguakit 12: created by the ProLNat@GE Group 13 (CITIUS, University of
Santiago de Compostela) as a multilingual toolkit for NLP;

– RAPPort - A Portuguese Question-Answering System [19]: authors proposed
a question answering system, supported by indices that store triples, related
sentences and documents, using a NLP pipeline. This system is using CHAVE
Corpus 14;

Each approach has somehow NLP toolkits that allow the development of the
underlying tasks in an NLP pipeline, e.g. NLTK 15, Stanford CoreNLP 16, Pat-
tern 17 and Polyglot 18.

4.4 Comparison results

To measure the performance of enumerated frameworks a set of metrics were
used, i.e. Precision (P), Recall (R) and F-Measure (F1). The table 1 shows the
performance measures:

Table 1. Frameworks performance metrics

PER ORG LOC DAT

P R F1 P R F1 P R F1 P R F1
Knime (NLP Workflow) 53% 18% 13% 30% 30% 10% 5% 5% 3% - - -
RAPPort ( DEI-UC ) 51% 59% 55% 8% 50% 13% 48% 58% 53% 98% 87% 92%
Linguakit 67% 28% 39% 12% 82% 21% 50% 78% 60% 90% 90% 90%

Globally, the RAPPort approach reached the highest F-measure result for
each entities (approximately 55%, 53% and 92%, respectively for Organization,
Location and Date entities) for the detected entities, having the best trade-off
10 https://www.knime.com
11 opennlp.apache.org/
12 https://github.com/citiususc/Linguakit
13 http://gramatica.usc.es/pln/
14 http://web.letras.up.pt/traducao/index_files/Page2219.htm
15 www.nltk.org
16 stanfordnlp.github.io/CoreNLP/
17 www.clips.ua.ac.be/pattern
18 polyglot.readthedocs.io/

https://www.knime.com
opennlp.apache.org/
https://github.com/citiususc/Linguakit
http://gramatica.usc.es/pln/
http://web.letras.up.pt/traducao/index_files/Page2219.htm
www.nltk.org
stanfordnlp.github.io/CoreNLP/
www.clips.ua.ac.be/pattern
polyglot.readthedocs.io/
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regarding both measures (precision and recall). The best result obtained, related
to F-measure for Organization entity was obtain by Linguakit, giving the best
trade-off between precision and recall.

5 Our NLP Pipeline proposal

Our NLP pipeline proposal, is based on RAPPort [19], supported by three
phases, that follows a standard NLP pipeline. In the first phase, we defined the
data source and a parser module, the output of this phase is the processed orig-
inal file (police report) into raw text, an important feature is data cleaning, e.g.
removing formatting, images and tables. In the second phase, a pre-processing
pipeline with a sentence boundary, tokenizer, stemming and POS Tagging tasks
will prepare data for the next phase, the named-entities recognition module.

Fig. 2. Proposed NLP Pipeline

To complete these framework, we have a NER module supported by a trained
corpus. We trained our model for named-entity recognition with two differ-
ent corpus, e.g. Amazonia Corpus and Our News Crime Corpus. First, the
Amazonia Corpus 19 has 4.6 millions of words (about thousand sentences) re-
trieved from Overmundo website, in Portuguese - Brazilian language, annotated
by PALAVRAS [4]. The table 2 describes the trained corpus and a result of
OpenNLP tool for training models:

19 https://www.linguateca.pt/Floresta/corpus.html
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Table 2. Amazonia Corpus data summary

Amazonia Corpus

Sentences 81049
Tokens 1542622

Named-Entities
Person 25237
Time 5490
Organization 20523
Place 15612

Regarding the second corpus, our motivation was to create a new corpus
from portuguese online news about crime, e.g. Publico 20, Diário de Noticias 21 or
Diário de Coimbra 22. According to the domain experts the syntax and semantics
of these news are similar to police language presented in the police reports. After
that, we trained the corpus with OpenNLP 23 training tool, with the results
described in table 3:

Table 3. Our News Corpus data summary

PT News Crime Corpus

Sentences 310
Tokens 12078

Named-Entities
Person 40
Time 57
Organization 82
Place 45

5.1 Results obtained

Following the setup procedure, we evaluated our dataset with our proposal for
each corpus, obtaining the results described in table 4:

20 https://www.publico.pt/
21 https://www.dn.pt/
22 http://www.diariocoimbra.pt/
23 https://opennlp.apache.org/

https://www.publico.pt/
https://www.dn.pt/
http://www.diariocoimbra.pt/
https://opennlp.apache.org/
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Table 4. Evaluation results

PER ORG LOC DAT

P R F1 P R F1 P R F1 P R F1
Amazonia Corpus 66% 79% 72% 6% 67% 11% 27% 42% 33% 33% 92% 48%
Our Corpus - - - 68% 13% 22% 97% 29% 44% 73% 56% 64%

Globally, with Our Corpus we reached the highest F-measure result for each
entities (approximately 22%, 44% and 64%, respectively for Organization, Lo-
cation and Date entities) for the detected entities, having the best trade-off
regarding both measures (precision and recall). There is an entity that was not
detected using Our Corpus, the Person entity, the reason for this failure detection
is because our corpus does not have sufficient data for a fine train.

6 Conclusion and future work

The work developed was focused on the evaluation of open source frameworks
for named-entity recognition retrieved from unstructured data, and a frame-
work proposal for named-entity recognition with two trained corpus. In both
cases, performance measures were performed, but other conclusions and inves-
tigation paths will be considered. We have obtained promising results with the
frameworks analyzed, in almost all entities.. But our focus is the crime domain,
therefore the obtained results were weak, no entity related to crime domain was
identified. There are approaches, described in section 3, that identify and recog-
nize entities related to crime for English or other languages. Our NLP framework
proposal for named-entity recognition retrieved from Portuguese police reports,
tries to increase named-entities detection adding two trained corpus, supporting
police reports parsing to a common format. The preliminary results encourage
the approach taken, but with improvements to be realized, e.g. a better trained
corpus or identify and recognize entities related to crime.

Future work will consist of the framework improvement, clarifying the possi-
bility of extracting named entities and relations from police reports, recognizing
the entities related to crime, e.g. crime or narcotics. Additionally, we plan to
increase our corpus quality to improve performance measures of our framework
proposal.
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