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ReferencesReferences
C t i i• Computer vision

– David A. Forsyth and Jean Ponce, “Computer Vision: A Modern Approach“ (chapters 22,23,24)

• Machine learning/ Patter recognition
Ch i t h M Bi h “P tt R iti d M hi L i ”– Christopher M. Bishop , “Pattern Recognition and Machine Learning”

• Lectures from previous years:
– http://www.dcc.fc.up.pt/~mcoimbra/lectures/mapi_0809.html
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OutlineOutline
P tt iti i t i i• Pattern recognition in computer vision

– Understanding the visual world
– Semantic gap
– Dimensionality problem and need for features
– An Example

• Feature extraction
– Range of featuresRange of features

• Low/middle/high level
• Global/Local

– Mpeg-7 features

– Image subdivision 
• The need for partial image analysis 
• Detection by segmentation
• Grid and exhaustive search

• Automatic feature extraction 
– PCA
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Pattern recognition in computer visionPattern recognition in computer vision

• Multi-disciplinary computer vision:

Learning patterns

Wikipedia
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Pattern recognition in computer visionPattern recognition in computer vision
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Pattern recognition in computer visionPattern recognition in computer vision
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Pattern recognition in computer visionPattern recognition in computer vision

• What is an image?

Apple?Apple?
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Pattern recognition in computer visionPattern recognition in computer vision

• The dimensionality problem:

”A i i i t i hi h di i l f i l i t iti ””An image is a point in a high dimensional space of pixel intensities”

• Object continuous transformations (rotations, translations etc) sweep out continuous manifolds

• Visual concept don’t -> Highly non-linear

• Machine Learning Nightmare

• Feature extraction is needed
• Meaningful
• Invariant• Invariant
• Compact
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Pattern recognition in computer vision

W d l i i i f l h i l

Pattern recognition in computer vision

• We need to analyze images in a more meaningful space than pixels:
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Pattern recognition in computer vision

I iti t

Pattern recognition in computer vision

• Image recognition system:
– Feature extraction: captures meaningful information from the image (for the

specific task at hand), reducing dimensionality.
P tt iti D th t l j b f l if i d ibi– Pattern recognition: Does the actual job of classifying or describing
observations, relying on the extracted features.

• System diagram:

pixel
space

feature
space

concept
space

pixels
feature
vector

Image content
recognition

Image Feature 
Extraction

Recognition 
machine

PROBLEM: finding meaningfull features
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Pattern recognition in computer visionPattern recognition in computer vision

• An example:
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Pattern recognition in computer visionPattern recognition in computer vision

• An example: The problem
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Pattern recognition in computer visionPattern recognition in computer vision

• An example: Decision problem
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Pattern recognition in computer visionPattern recognition in computer vision

• An example: Selecting features

• In this case we have expert knowledge on how to solve the 
problem. This is almost never the case!
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Pattern recognition in computer visionPattern recognition in computer vision

• An example: Selecting features
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Pattern recognition in computer visionPattern recognition in computer vision

• An example: Selecting features
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Pattern recognition in computer visionPattern recognition in computer vision

An e ample Feat re ector• An example: Feature vector
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Feature extractionFeature extraction
Ob h i f i di di ll• Observers capture the meaning of an image discarding all 
unnecessary information.

• Different image content is described by different features:
– shape
– colour
– texture
– …

• Features can have local or global meaning, depending on the image 
content.

• By selecting specific features we are introducing prior knowledge on 
the problem.

18
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Feature extractionFeature extraction
B d l ifi i f f• Broad classification of features 
– Low-level

• Color, texture, shape, motion, ...
– Middle-level

• Pedestrian in the image
• Visible skyVisible sky
• Existence of trees

– High-level
C i f t• Car moving fast.

• Person smiling 

• Features can also be classified based on extent
– Global/Local
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Feature extractionFeature extraction
L l l f• Low level features
– These features are very objective features

• Color, texture, shape, motion, ...

• Middle level features
– Features resulting from a decision process (related to the existence of 

some subjective details)some subjective details).
• Segmentation of certain shapes
• Occurrence of determined optical flow
• Identification of certain objects types of content• Identification of certain objects, types of content

• High level features
– Features with some semantic content information, highly contextual and 

based on prior knowledge.
• Person A is talking to person B
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Feature extractionFeature extraction
F l l l hi h l l• From low-level to high-level:
– While decisions must be made at each level we must always start from 

the low-level, as that is the information readily available to us.
– The fundamental problem is how to reach high-level knowledge from 

initial low-level features.
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Feature extraction
Gl b l f t

Feature extraction
• Global features:

– These features highly summarize the image content enabling good description of global content or
context but missing fine detail.

• Histograms• Histograms
Colour Edge

These can also be used at a semi-global level by subdividing the image into regions.
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Feature extraction
G l l hi t

Feature extraction
• Grey-level histogram:
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Feature extraction
C l hi t

Feature extraction
• Colour histogram:
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Feature extraction
C l hi t i l t ti ? ( i l b t bi )

Feature extraction
• Colour histogram: simple concatenation? (simpler but ambiguous)

• Or retaining co-relation? RGB joint quantization (better but needs quatization to be
i f l)meaningful)
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Feature extractionFeature extraction
Cl i f f i d di T l i• Classic features for image understanding: Texture analysis
– Describing pixels’ spatial relations in the image

• Pixel’s co-occurence matricesPixel s co occurence matrices
• Fractal descriptors
• Markov random fields
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Feature extractionFeature extraction

Cl i f t f i d t di Sh• Classic features for image understanding: Shape:
– Edges
– Ribons

• Example: Primal sketch (David Marr)

– Very high computational cost
– Features are very complex
– Over simplification (colour and texture are important)
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Feature extraction
MPEG 7 t d d

Feature extraction
• MPEG-7 standard:

– Developed by the Moving Pictures Expert Group: “is a standard for describing the multimedia content
data that supports some degree of interpretation of the information meaning, which can be passed
onto, or accessed by, a device or a computer code”, y, p

– Provides a rich set of standardized tools to describe multimedia content.
• Computer annotation.
• Human annotation.

– Audiovisual Description Tools
• Descriptors
• Descriptor Schemes

– Target functionality:
• Efficient search, filtering and browsing of multimedia content.

– MPEG website:
h // hi i li /• http://www.chiariglione.org/mpeg
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Feature extraction
MPEG 7 d i t l

Feature extraction
• MPEG-7 dominant colour:

• MPEG-7 scalable colour:
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Feature extractionFeature extraction
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Feature extraction
MPEG 7 l l t

Feature extraction
• MPEG-7 colour layout:
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Feature extraction
MPEG 7 l t t

Feature extraction
• MPEG-7 colour structure:
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Feature extraction
MPEG 7 h t t

Feature extraction
• MPEG-7 homogeneous structure:
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Feature extraction
MPEG 7 h t t

Feature extraction
• MPEG-7 homogeneous structure:
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Feature extraction
MPEG 7 h t t h l

Feature extraction
• MPEG-7 homogeneous structure channels:
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Feature extraction
MPEG 7 L l d hi t

Feature extraction
• MPEG-7 Local edge histogram:
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Feature extractionFeature extraction

• Image subdivision:
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Feature extractionFeature extraction

• Image subdivision:
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Feature extractionFeature extraction

• Image subdivision: using segmentation
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Feature extractionFeature extraction
M h l i l f• Morphological features:
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Feature extractionFeature extraction
Sh f f bj i i• Shape features for object recognition:

41Computer Vision - 7 - Pattern recognition concepts



Image compositionImage composition
Obj t t b t bl ( ll diffi lt bl t iti )• Objects may not be segmentable (equally difficult problem to recognition)

– Most image content is not easily segmentable (optical flow sometimes helps).

• Recognition becomes related to detection, as need to perform both to fully 
understand the image’s content.

• Different approaches for image sub-division
– Exhaustive search
– Grid sub-divisionGrid sub division
– Over sampled grid subdivision
– Local interest point descriptors (lecture 9) 
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Image subdivision
I bdi i i

Image subdivision
• Image subdivision

– exhaustive grid division: the whole image is divided into blocks with no overlap.

K

Each block is a
MxN dimensional

pixel vector

L

pixel vector

– Sampling problem: may not recognize objects in the image which are split over several image blocks
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Image subdivision
If t bilit l li i h

Image subdivision
• If we assume repeatability, regular sampling is enough:

Concepts modeled by 
color and texture features 

i th l b las in the global case. 
However, we can extract 
more information per pixel 

th d l ias the area under analysis 
is smaller

Classification for eachClassification for each 
image subdivision 
obtained by SVM classifier

– Semantic Scene Modeling and Retrieval for Content-Based Image Retrieval. Julia Vogel and Bernt
Schiele. International Journal of Computer Vision. Vol. 72, No. 2, pp. 133-157, April 2007.
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Feature extractionFeature extraction

• Image subdivision: search
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Feature extractionFeature extraction
I bdi i i• Image subdivision

– over-sampling grid division: the whole image is divided into blocks with overlap.
2K

2L

– Redundant, but less prone to miss objects.

A.Bosch, A.Zisserman, X.Muñoz. Scene 
Classification via PLSA. European 
Conference on Computer Vision, vol. IV, pp. 
517-530. Graz, Austria. May 2006. 
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Image subdivisionImage subdivision
– Scanning image division: the image is scanned with a fine regular sampling into 

block (very redundant).

– Similar to a grid division. However, it is more exhaustive.
– To detect object at several scales several passes have to be made with variable 

window size (same applies to rotation)

47Computer Vision - 7 - Pattern recognition concepts



Template matchingTemplate matching
• Having defined a sub-image area, the most straightforward way to recognize image 

content is to cross-correlate the pixels in the area with a model template:

S

• Best match wins

=iS

• Sensitive to noise

IImaxarg T
ii

i
S =

• Computationally expensive, i.e. requires presented image to be correlated with every 
image in the database ! (no generalization power)

48Computer Vision - 7 - Pattern recognition concepts



Automatic Feature ExtractionAutomatic Feature Extraction

P i i l t l i• Principle component analysis
– Principal component analysis computes the most meaningful basis to re-express a noisy, 

garbled data set. 
The hope is that this new basis will filter out the noise and reveal hidden dynamics– The hope is that this new basis will filter out the noise and reveal hidden dynamics.

– By using PCA on the pixels of several image patches that represents the same content 
(faces for example) we assume that we can create a basis (meaningful feature 
dimensions) for the representation of such datadimensions) for the representation of such data.

– Each of the new basis axis has an associated value which indicates that axis importance 
for data representation.

– By retaining the most important axis (90% of energy or more) we isolate the most y g p ( % gy )
important features to represent our data (less than 10% dimensionality for adequately 
chosen training patches).

– Keeping only a few axis leads to a great dimensionality reduction and in that new low 
dimensional, meaningful, feature space it is possible to obtain a feature vector from input 
image pixels.

Computer Vision - 7 - Pattern recognition concepts 49



Automatic Feature ExtractionAutomatic Feature Extraction

P i i l t l i• Principle component analysis
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Automatic Feature ExtractionAutomatic Feature Extraction
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Automatic Feature ExtractionAutomatic Feature Extraction

• Meaningful image representation basis:
– Starting from selected patches where 

the same content exists but underthe same content exists but under 
specific transformations we obtain a 
basis where each basis axis is strongly  
correlated to each transformation.

– It is important to observe that the initial 
patches in pixel space had no 
meaningful basis for recognition or 
comparison. 
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Automatic Feature ExtractionAutomatic Feature Extraction

• Meaningful image representation basis:
– PCA is widely used for face 

recognition where the resulting basisrecognition where the resulting basis 
allow for the characterization of 
specific changes in appearance 
between faces.

– The main weakness of such 
methodology is that it requires almost 
perfect positioning of the face both 
for training patches (somewhat easy) 
and for test patches (very difficult 
due to detection errors)due to detection errors).
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