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•  The Digital Biology Group at UCL has a variety of projects related to 
biological modelling and bio-inspired computing. 

•  Today I’ll describe two projects with medical applications: 

•  Computer Assisted Neuropathology 

and 

•  Auscultation with the iPhone. 



Computer Assisted Neuropathology 
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Brain tumours are a common cause of cancer death. There were 4,471 
cases of brain tumour diagnosed in the year 2001 in the United 
Kingdom alone. 

Neuropathological diagnosis is required prior to treating almost all 
human brain tumours. Unfortunately diagnosis depends on a small 
number of specialist neuropathologists (less than one per million 
population in the UK), relying on subjective visual interpretation of 
histological slides. 

In addition, the difficulty and potential danger in removing tissue from 
the brain means that often only very small quantities of tumour are 
available for assessment. 



Computer Assisted Neuropathology 

The development of computer aided diagnostic and prognostic 
assessment techniques could contribute to significant improvements to 
the management of patients with brain tumours. 

This work focused on the development of a preliminary computational 
tool for automated analysis of brain tumors that exploits consistent 
quantitative measures to improve reliability.  

Hassan, M. S., Bentley, P. J. and Galloway, M. (2006) Support Vector Machines for Computer Assisted Diagnostic 
Neuropathology. In Proc. of CBMS 2006, the 19th IEEE International Symposium on Computer-Based Medical Systems. 
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•  In the first step all the input images are resized (reduced) to a size of 
1300 X 1030 pixels using bicubic interpolation. 

•  A graphical user interface is used to select pixels from several features 
to be analysed in the image. These values are then used to compute a 
threshold value for the image. 

•  The minimum and maximum values of the RGB values of the user-
selected pixels are used to calculate the range. Any pixel having all 
three of the RGB values in the range of minimum to maximum is 
considered to be the object pixel and is set to white, whereas all other 
pixels are considered to be part of background and set to black  





•  The thresholded binary image is then processed using morphological 
operators to close any narrow gaps within the focal area and to 
eliminate small objects: 

•  Erosion is used to remove small objects and then closing is used 
(dilation followed by erosion), to fill any small gaps and fuse narrow 
breaks left within the regions of the focal area. 

•  Filtering is then used to remove any salt and pepper noise left in the 
image after thresholding and application of erosion and closing. A 
median filter using a 5x5 matrix of all ones gives the best result in 
these images. 

•  The canny edge detection method is used for boundary detection.  





•  Textural, topological and fractal features provide information about 
spatial interdependency and intensity based features and 
morphological features provide information about intensity of the pixels 
in the images. 

•  The use of features at tissue level does not require segmentation at 
cellular level.  

•  Three features were found to be most useful for classification: 
•  The fractal dimension, which measures the degree of self similarity 

and space filling properties of the object, 
•  Compactness, which measures the irregularity and  
•  Co-occurrence matrix which provides a measure of the degree of pixel 

invasiveness. These three features together give a relatively broad 
quantitative measure of the input images.   



•  The classification subsystem is an essential part of this computer 
assisted diagnosis system. 

•  Given a set of features, this subsystem must differentiate between 
malignant and normal cells. 

•  Support vector machines were used to make the classification 
subsystem.  

•  The basic steps involved in support vector machine learning are  
1.  Conduct simple scaling on the data and then normalize it. 
2.  Consider a kernel function to train the support vector classifier. 
3.  Use cross-validation to find the best parameter values (evaluation).  
4.  Use the best parameter values to train the whole training set. 
5.  Test. 



•  Data was collected from biopsy samples of ten different patients with 
three images for each patient’s biopsies, at three different 
magnifications (x10, x20 and x40). 

•  An example image was shown earlier. As should be evident, the noise 
and variation in the images can make identification enormously 
difficult, even for trained neuropathologists. 

•   Out of 10 samples, 6 were from patients with glioblastoma multiforme 
(a malignant astrocvtic tumour) and 4 were from control cases of 
patients without astrocytic tumours (in total there were 18 images of 
malignant biopsies 12 images of non-malignant biopsies).  



•  The best overall system performance was obtained by the polynomial 
kernel using all features. 

•  The polynomial kernel is flexible in terms of its margin, i.e., it is a soft 
margin classifier. 

•  With a sensitivity of 0.9444 and specificity of 0.75, in 94% of the cases 
this approach correctly diagnosed a patient suffering from glioblastoma 
multiforme and in 75% of the cases it gave correct negative results for 
patients not suffering from an astrocytic tumour.  



•  None of the features obtained during the feature extraction phase can, 
on their own, make a highly reliable computer-assisted diagnostic 
system for neuropathology.  

•  This work showed that using combinations of features a more reliable 
system can be built with improved sensitivity and specificity. 

•  Neuropathology is a tremendously challenging area of medicine to 
work in. In this research we have showed the beginnings of a 
computer-assisted diagnostic system, which employs support vector 
machines using a second order polynomial kernel, with three features 
extracted from biopsy images: fractal dimension, compactness, and a 
co-occurrence matrix. 

•  Although the development of a system that can replace clinical 
neuropathology is unlikely in the foreseeable future, we believe that 
with appropriate development, computer-assisted diagnostic tools 
have the potential in the future to contribute to the care of patients with 
suspected brain tumours  
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•  According to the World Health Organisation, cardiovascular diseases 
(CVDs) are the number one cause of death globally: more people die 
annually from CVDs than from any other cause. 

•  An estimated 17.1 million people died from CVDs in 2004, 
representing 29% of all global deaths. Of these deaths, an estimated 
7.2 million were due to coronary heart disease. 

•  Any method which can help to detect signs of heart disease could 
therefore have a significant impact on world health. 

•  The iPhone application iStethoscope was developed at UCL two years 
ago. The app performs real-time amplification and filtering, providing 
the ability for the general public to sample their heart sounds with 
quality as good as or better than commercially available digital 
stethoscopes.  



•  iStethoscope Pro real-time audio processing: 

•  Audio sampling from microphone input 
•  Records last 8 seconds continuously 
•  Four separate filtering modes 
•  Each filtering mode has adjustable low pass, high pass filters and 

amplification settings. 
•  (Also fifth mode: mapping of accelerometers to tones.) 

•  iStethoscope Pro offline audio processing: 

•  Fast Fourier Transform and animated Spectrogram display combined 
with playback of last 8 seconds of audio 

•  Email audio and spectrogram image 



•  Real time low-pass filter: 
•  y(t) = y(t-1) + (x(t)-y(t-1)) / Alpha 

•  High-pass filter: 
•  y(t) = (y(t-1) + x(t)-x(t-1)) / Beta 



•  Automatic Volume Control: 
•  The filters are dynamically adjusted when input volume is excessive; 

the adjustments fade back to user settings after a couple of seconds. 

•  Pulse detector (earlier versions): 
•  Using heuristics about heartbeat “lub-dub” sounds, pulse rate was 

auto-detected and displayed. (Difficult to obtain consistent accuracy 
across various devices, body types and listening expertise, so 
discontinued.) 

•  Sample frequency and input to output delay are user-defined values 







•  Fast Fourier Transform to show spectrogram 





•  Cardiologist Glenn Nordehn (Midwestern University, Chicago College 
of Osteopathic Medicine): 

•  “I have worked for years on heart sound collection and analysis - the 
iStethoscope app is amazingly good in its ability – amazing.” 

•  “I would check the warnings on iPhones with regard to holding them 
close to pacemakers and other devices and add a warning to the 
iStethoscope app.” 

•  “Overall, if we can create a safe-to-collect system, store the data, . . . , 
we can likely do a great benefit to the overall health of many people.  
Auscultation of the heart is my main 'thing' - physicians are not good at 
doing auscultation.”  







•  http://pascallin2.ecs.soton.ac.uk/Challenges/ 

•  A “medical trial” option enables users to email his server with their 
heart audio. 

•  Nordehn obtained ethical permission to store automatically 
anonymised heart audio files and enable them to be used for machine 
learning research. 

•  The resulting database containing heart sounds sent by members of 
the public will be used for a machine learning challenge. 

•  The purpose of this challenge is to attempt to automate the expertise 
of cardiologists using machine learning, by classifying heart sounds 
into classes corresponding to specific medical conditions.  
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