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Abstract. Emotional-BDI agents are agents whose behaviour is guided
not only by beliefs, desires and intentions, but also by the role of emotions
in reasoning and decision-making. In this paper we introduce the logic
Eepi for specifying Emotional-BDI agents in general and a special kind of
Emotional-BDI agent under the effect of fear. The focus of this work is
in the expressiveness of Egpi and on using it to establish some properties
which agents under the effect of an emotion should exhibit.

1 Introduction

Emotional-BDI agency describes computational agents whose behaviour is guided
by the interactions existing between beliefs, desires and intentions, along the lines
of the classical BDI architecture [1], but where these interactions are influenced
by an additional emotional component [2]. This component produces data which
will bound the BDI interaction by imposing some of the set of positive aspects
that emotions play in reasoning and decision-making [3].

The conceptual architecture which defines the Emotional-BDI model of agency
was recently introduced in [2] and is mainly based on recent works of Oliveira
& Sarmento’s about an emotional agent architecture [4], although adapted to fit
in the original BDI architecture [1, 5, 6].

In this paper we introduce Egpy, a multi-modal logic for specifying Emotional-
BDI agents. We define the various axioms which properly characterise each of
the modal operators of Egp; and after we give the specification of the basic
Emotional-BDI agent and a specification of a fearful Emotional-BDI agent.

This paper is organised as follows: in Section 2 we provide the motivation for
the current work; in Section 3 we introduce the logic £gp) and define its syntax
and semantics, together with the axioms for the modal operators; in Section
4 we present the specification of a basic Emotional-BDI agent and a fearful
Emotional-BDI agent. Finally, in Section 5 we refer related work and in Section
6 we draw some conclusions and point the path to current and future work.

2 Motivation

The main motivation for the current work was to provide a formal system in
which the concepts of the Emotional-BDI model of agency could be logically ex-



pressed. Using these concepts, we can build distinct specifications of Emotional-
BDI agents which describes the behaviours which are expected from the agents
under the influence of emotions. The existing formal systems, namely BDlcrr,
[6] and the KARO [7,8] framework, if used independently, are not suited for
our goals. However, both have properties which we need to combine in order
to properly model Emotional-BDI agents. Plus, we integrate some important
concepts of Oliveira & Sarmento’s emotional agent architecture [4], which were
mapped into abstract concepts for fitting the structure of £gp’s syntax.

3 The LOgiC gBDI

We will now introduce the logic Egp;. We first give a resumed informal description
of the purpose of each of its components and afterwards we provide its syntax
and semantics.

3.1 Informal semantics

The logical structure which supports Egp; is a two dimensional structure intro-
duced by Schild [9], which is a simplified approach to Rao & Goergeff’s BDlcrr
[10] semantics. One dimension is a set of possible worlds that corresponds to the
different prescpectives of the agent, such as its beliefs, desires, etc. The other is
a set of temporal states which describe the temporal evolution of the agent. We
call a pair (world, temporal _state) a situation.

In &gpi, as in the KARO framework, we consider explicit complex actions.
Actions can be either atomic or regular: the first are actions which cannot be
sub-divided into a combination of smaller ones, while regular actions are con-
structions of atomic actions through a set of regular rules. Actions are a labelling
of the temporal structure underlying Egpy.

In order to properly execute any action, we need the notion of capability
(abstract plan) already studied in [11, 7] and also the explicitly notion of resource.
We use these to specify under which conditions the agent is able to effectively
execute any action.

Finally, we introduce the concepts of fear and fundamental desire. The first
refer to fearing something or being fearful that, and brings concepts into objects
of fear in Egp. To properly establish the notion of fear, we require to have special
information in which are described the vital desires of an agent, like, for instance,
to be alive. The notion of fundamental desire plays such a role. Although it is a
desire, a fundamental desire has special properties which guarantee the existence
of the agent in an environment.

3.2 Syntax

We now define the language of Egp; which extends Rao & Georgeff’s BDlcTy, [10]
for containing explicit actions, capabilities, resources and modal operators repre-
senting fear and fundamental desires. This language distinguishes between state-



formulas (which are evaluated in a given situation) and path-formulas (which are
evaluated along a given temporal path).

Definition 1. Given an infinite numerable set P = {p,q,p1,...} of proposi-
tional variables and an infinite numerable set of atomic actions Aay = {a,b,a;, ...},
the set of Egp) well-formed formulas is defined by the following BNF-grammar:

— State-formulas (SF):
Ps =D | s | s A s |
[aps | (@)es | Bop | Apy
BEL(ps) | DES(ps) | INT(s) | FEAR(ps) | FDES(is) |
CAP(a) | RES(«)

— Path-formulas (PF):
pp = X(ps) | sUps

— Regular-actions (Ara):
az=id|a |a|lat+alat

In addition, we introduce the following abbreviations: T, L, ¢V and ¢ — ¥
are abbreviations of ~(pA—p) (with p being a fixed element of P), =T, =(=pA—))
and —(¢ A ), respectively; AFp, EFp, AGp and EGyp are abbreviations of
A(TUyp), E(TUyp), "EF—¢ and —AF-y, respectively. Iterated actions o™, with

n > 0, are inductively defined by a® = id and a"*! = a;a™.

3.3 Semantics

In this section we introduce the semantics of &gp;. We start by defining the
notion of situation.

Definition 2. Given a non-empty set W = {wo, w1, ws,...} of worlds (also
known as agent’s perspectives or scenarios), and a non-empty set S = {to,t1,t2,...}
of temporal-states (also known as time points), a situation is a pair o = (w;, t;),
with ¢ > 0 and j > 0. The set of situations is denoted by X, which verifies X # ()
and X CW x S.

Situations define particular temporal states, in scenarios that the agent has in-
formation about. For instance, in a situation (desire, t) the desire of winning the
lottery may be considered as true, although in the same temporal state, lets say
in the situation (belief,t), the agent may not believe in it. However, at some
temporal state ¢’ both may be considered true by the agent.

Given a set of situations X~ we can map the evolution of time and action
execution by defining two relations. One is a branching time relation Rr and
the other is a action execution relation that associates to each element of R an
atomic action.

Definition 3. Given a non-empty set of situations X we define the relation Rp
as follows:



1. It is serial, i.e., Vo € X, o’ € X such that (o,0') € Rr;
2. If ((wy, 84), (Wi, 81)) € R then w; = wy.

Only imposing that Ry is only serial, and not a total (linear) order, leads to a
branching-time structure.

Definition 4. Given a set of atomic actions Aax and a branching time relation
Rr, for a; € Aax we define an action execution relation R,,, such that:

1. Ra, € Rr;
2. If (0,0") € Ra,, then it is false that exists a; € Aac such that i # j and
(07 OJ) € Raj;

The previous relation can be extended to regular actions, as follows.

Definition 5. Given a regular action o and a set of situations X, we induc-
tively define the regular action accessibility relation by:

RA Ara — (¥ x X)

RYa;)  ={(0,0") | (0,0") € Ra,}

RAid)  ={(0,0') |o=0"}

RYesf)  ={(0,0") | 30" € X((0,0") € R*(a) A (0", 0") € RA(5))}
RAYa+pB) ={(0,0") | (0,0') € R*a) or(o,0') € RA(B)}

RA(a®)  ={(0,0") | (0,0") € RA(id)}

RA@@t™D) = {(0,0") | (0,0") € RA(asa"))

RY(a*)  ={(0.0") | In €N((0,0") € R*(a"))}

The main interest behind using both approaches is mainly guided by the
properties which emotions exhibit. The emotions can be triggered either by an
action which will lead to some wanted /unwanted situation or triggered by be-
lieving that a situation may or will inevitably be true in the future.

The distinction, in the syntax, between path formulas and state formulas
must reflect also in the semantics. In Egpy, as in BDlcTr, the former are analysed
along a path (a time branch) and the second in a particular situation. In Egpy,
a path is defined as follows:

Definition 6. Let X be a set o situations and Rr a branching time relation
defined on X. A path is a subset mo = (09,01,02,...) such that 0 = o¢ and
Vi >0, (04,0i41) € Ry. The k' element of a path 7o is denoted as wolk].

We already saw that we can analyse the several perspectives the agent may
be aware of at the same state. For that we have to vary the world component of
any situation (world, temporal _state). The accessibility relations which estab-
lish this relationship are the ones which are going to be used for modelling the



mental states of the agent. These relations are denoted by R°, with O belong-
ing a set of modal operators and that must respect the following condition: if
((wi,tj% <wk,tl>) S RO then tj = 1.

Finally, we also have to provide a semantic interpretation for capabilities and
resources. We mainly follow the ideas of modelling capabilities in the KARO
framework, i.e., by considering local functions in each situation which establish
which atomic actions the agent has capabilities/resources to execute properly.
The capabilities/resources for regular actions are interpreted by relating these
local functions to regular action accessibility relations, in the following way.

Definition 7. Given a reqular action «, a set of situations X and a function
vs(a;) which establishes a subset of X where the agent has capabilities/resources
to execute atomic actions a; € Aat, resources and capabilities are interpreted by
similar functions. Therefore, we inductively define them in a function f, with
I €{c,r}, such that:

a;
(o

fA : Ara — p(Y)
[ (ai) = vy(ai)
fAd) =%
fAa;8)  ={o|oe fAa)ATo’ € £((0,0") € R () Ao’ € fA(B))}
fAa+p) ={o|oe fHa)Voe fAB)}
fAa%)  ={o|o e fAid)}
fAa"t) ={o | o € fHa;a™))
( (

€ f4(a")}

The interpretation of Egpj-formulae is done over Kripke-models, as defined
below.

a*) ={o|3neN

Definition 8. Given a set of worlds W, a set of temporal states S, a set of
propositional variables P, a set of atomic actions Aax and a set of modal opera-

tors Op = {BEL, DES, INT, FDES, FEAR}, we define an Egpi-model as a tuple
M= (X, Rp,{Ra:a € An},R*{R°: 0 ¢ Op},cA,rA,vp,vc,vr>
where

— X is the set of situations;

— Rr is a branching time relation on X;

— each Rq, is a atomic action accessibility relation on X

— R4 is a accessibility relation for reqular actions;

— RO are accessibility relations for the corresponding modal operators;

— Vp, Ve and v, are functions which define in which states the propositions hold,
the capabilities for atomic actions hold and the resources for atomic actions
hold, respectively.

The satisfiability of a well-formed formula in &gp, is given by the following
definition.



Definition 9. Let M be an Egpi-model. The satisfiability of a Egp-formula with
respect to M and a situation o € X is inductively defined as follows, considering

O € Op:

— satisfaction for state-formulas:
(1) Mo E piff p € vp(o)
(5f2) Mo b= ~p iff Moo [~ ¢
(sf3) M,o0 = oAV iff Mo = ¢ and M,o =
(sf4) M,o = Ev iff Iro such that M,no =
(sf5) M,o = AY iff Vro, Mo E ¢
(sf6) M,o = ()¢ iff 3 (0,0") € RA(a) such that M,o" = ¢
(sf7) M,o = [o]p iff V (0,0") € RA(a), M,0’ = ¢
(sf8) M,o = O(y) iff V(0,0") € R®, Mo’ = ¢
(sf9) M,o | CAP(a) iff o € c*(a)
(sf10) M,o = RES(a) iff o € r(a)

— satisfaction for path-formulas:

(pf1) M,7mo |= X iff M,mo[l] |= ¢
(p2f) M,no = p1Ups iff 3k > 0 such that M, wolk] | @2 and
Vi, 0<j <k, M,molj] = ¢

If M,o = ¢ in all Egpi-models M and situations o € X, then @ is valid. If it is
the case that M,o = ¢ only for some M and o, then ¢ is satisfiable in M and
situation o.

Properties of time The temporal layer of Egp corresponds to CTL logic [10].
Therefore, we have the formulas Ay and Et which assert that i holds over all
paths, and at least in one of them, respectively. For reasoning about the prop-
erties of a particular path, we have the formulas ¢;Ugs and Xy. These express
the conditions that ¢; holds until 5 holds, and ¢ holds at the next state of the
path. As in CTL, the following axioms verify:

(ctll) AG(p — ) — (EXp — EXv)
(ctl2) EXT A AXT

(ctl3) E(pUr) < ¥V (o N EXE(pUe))
(ctid) A(pUy) < 9 V (o A AXA(pU))
(ctl5) AG(p — (¢ — EXp)) — (p — ~A(pU))
(ctl6) AG(p — (

(ctlT) — (=9

(cti8) - (

(¢ = (¢ — EXyp)) — (¢ — —AFY))
ctl7?) AG(p
(¢

— (Y AAXp))) = (¢ — —E(v7U%))
-1 — AXp)) — (

ctl8) AG ¢ — —EFy))

The set containing only the above axioms is denoted by CT'L.



Properties of regular actions Regular actions provide high-level constructs
which are suited to describe actions which an agent can execute upon its envi-
ronment.

Egpi is based in PDL [12] and therefore the following axioms verify

(a1) {o; B)p — (a){(B)e
(a2) (a+ B)p < (o) V (B)p
(a3) (") = @V (a){a”)e
(ad) ¢ A {a”) (o = ()p) — (a")p
The set containing only the above axioms is denoted by PDL.
Lets now define some properties relating regular actions to temporal formu-
lae.

Lemma 1. Let M be a Egpi-model and o a situation. If M,o = (a*)p then
M,o =@V (™, forn e Nyn > 1.

Lemma 2. Let M be a Egpi-model and o a situation. If M,oc |E (a™)p, for
n > 1, then M,o = (a)E((a) TU¢p).

Theorem 1. Let M be a Egpi-model and o a situation. If M, = (a*)p then
M,o = ¢V (@)E((a) TUp).

Relations between time and actions Time and action interact with each
other in the following sense: if after successfully executing a particular action «
the proposition ¢ holds, then it is also true that there exists in the future a state
where the proposition ¢ also holds. However, the inverse case is not true, since
© may hold as the result of executing an action (3, different from a. Formally,
we have the following two axioms:

Theorem 2. Let M be an Egpi-model, and o € Xy;. Then the following formu-
lae are theorems of Egpy:

(tal) (a)p — EXep
(ta2) {a)p — EFp

As an example, consider the following scenarios:

— the agent, after driving a vehicle at high-speed, was not able to stop properly
and crashed.

(KeepHighSpeed®)CrashedCar

— the agent, after driving a vehicle for some time crashed it.
EF(CrashedCar)



It is perfectly acceptable that the crashed car after some high-speed driving
imply that the car will be crashed in the future. However, the vehicle being
crashed in the future does not necessarily imply that the cause was driving at
high speed.

BDI layer For beliefs we use the KD-45 axiom system and the axiom system
KD for both desires and intentions, as in [10]. Therefore, the set BE L pa5 for
beliefs contains the following axioms:

(bel K') BEL(p — ) — (BEL(y) — BEL(v))
(bel D) BEL(y) — —BEL(~y)

(beld) BEL(yp) — BEL(BEL(y))

(bel5) —BEL() — BEL(-BEL(p))

while DESkp and INTkp sets, for desires and intentions, contain respec-
tively the first two and second two of the following axioms:

(desK) DES(p — 1) — (DES(p) — DES(v))
(desD) DES(p) — —DES(—p)

(intK) INT(¢ — ) — (INT(¢) — INT(z)))
(intD) INT(p) — —INT(—¢p)

Capabilities, resources and actions Informally, we can see both the capa-
bilities and resources as prerequisites for successful action-execution.
Resources and capabilities are defined in the Emotional-BDI model as follows:

Resources: these are physical/virtual means which may be drawn in order to
make the agent capable of executing actions. If the resources for executing
some action a do not exist, the action’s success may be at stake.

Capabilities: these are abstract means which the agent has to change the en-
vironment in some way, thus resembling to abstract plans of action. In fact,
we can consider the set of capabilities as a dynamic set of plans which the
agent has available to decide what to do in each of its execution states.

In &gp), the axioms which characterise these concepts are

(f1) f(a; B) = f(e) A (@)f(B)
(f2) +ﬁ) — f(a) V1(5)
(f3) f(e*) — f(a) A ()f(a”)
(f4) f(e) A (a™)(f(a) = (a)f(a)) — f(a")

with f € {CAP, RES}, and define the sets CAP and RES, respectively.

Since agents live in complex and highly dynamic environments, the infor-
mation they capture may contain too much noise. However, it is in this noisy
information the agent relies on, and which affects the information the agent has
about its own means. This is what we call effective capabilities [4, 2], which are

CE
f(a
f(a
f



the (possibly wrong) beliefs about capabilities and resources. Formally it is ex-
pressed as EffCap(a) = BEL(CAP(«)) A BEL(RES(«)). This allows us to model
acceptable facts such as EffCap(a) A (@)L, which expresses the fact that, based
on sufficiently wrong information about resources and capabilities, an agent may
not succeed in performing an action, as expected.

On the other hand, if we know that an action was successfully executed, then
it is true that the agent had effective capabilities which lead him to execute the
action. Formally this is written as (o) T — EffCap(a).

Theorem 3. Let M be a Egpi-model, and o a situation. Then, if M,o |=
CAP(a*) then M, o | E((CAP(a) A (a)CAP(a))UT).

Theorem 4. Let M be a Egpi-model, and o a situation. Then, if M,o |
RES(a*) then M, o = E((RES(a) A ()RES(«x))UT).

Fear Fear, in &gp), is explicitly referred by the modal operator FEAR. This
operator should be read as the agent fears that ¢ verifies.
For fear we require only the Kripke-axiom

FEAR(p — ¢) — (FEAR(p) — FEAR(Y))

to verify, and the set containing only this axiom is denoted by FEAR.

Fundamental Desires Fundamental desires are special desires which are vital

desires of the agent, or desires which cannot be failed to achieve, in any condition,

since may put in danger the agent’s own existence. Fundamental desires should

always be true and the agent must always do its best to maintain them valid.
The set of axioms which describe FDES are the following

(fdesK) FDES(¢ — 1) — (FDES(¢) — FDES(%))
(fdesD) FDES(p) — —FDES(—)

and we denote this set by FDESkpr. This operator was introduced to fa-
cilitate the specification of triggering conditions for fear.

The basic Emotional-BDI system Now that all the modal operators were
characterised, we are in conditions to define the simplest Emotional-BDI agents.
This is called the basic Emotional-BDI agent.

Definition 10. A basic Emotional-BDI system is a set of formulae which is
contain the union of the following sets of azioms

the set of all propositional tautologies
the time axiom set CTL

the action axiom set PDL

the belief axiom set BE Lk pys

the desire axiom set DESkp

Grs o e~



. the intention axiom set INTkp

. the capabilities axiom set CAP

. the resources axiom set RES

. the fear aziom set FEARK

. the fundamental desire axiom set FDESkp

SO o0 I D

and that are closed under the inference rules of modus ponens ¢, — ¥ = Y
and the necessitation rule - ¢ =+ Og, where O € {BEL, DES, INT, FDES, FEAR, AG, [a]},

with a being a regular action.

Any other system to specify an agent in Egp; must extend this system. One
such case is going to be presented in Section 4.

4 Modelling Fear

Agents are affected by fear in different ways, depending on how their inter-
nal representations differentiate between what are dangerous situations or non-
dangerous situations. These differences of fear reactions have a direct impact
on how agents may react in distinct ways with respect to some situation. For
instance, a civilian may elicit fear about get shot just by earing some fire shots,
while a policeman or a soldier element may get only alert, due to its everyday
contact with highly dangerous situations.

4.1 Threats

Negative emotions like fear are generally elicited when some possibly dangerous
conditions of the environment (or generated by the agent) put at stake one of
the agent’s fundamental goals. This may also put in cause the agent’s own self-
preservation. Here, these conditions are called threats.

Threats can be scaled in terms of their dangerousness and time occurrence.
By this we mean that there are threats which are more dangerous than others,
and threats which already are present on the environment and others which most,
likely will end up by occuring in the environment.

Current threats: the source of the threat is occurring now, and the agent has
information about the fact that the existance of such source may put at stake
its fundamental goals.

— VeryDangerousCThreat(, ¢) = FDES(p) A BEL(¥) — —¢) A
— DangerousCThreat (1), ¢) = FDES(¢) A BEL(¢) — AF(—p)) At
— CThreat(y, ) = FDES(¢) A BEL(¢) — EF(=¢p)) A%
Future threats: the source of the threat will eventually occur in the future.
— VeryDangerousPThreat(, ¢) = FDES(¢) A BEL(¥) — —¢) A AFy)
— DangerousPThreat(1), ¢) = FDES(p) A BEL(¢) — AF(—¢)) A AFy
— PThreat(y, ) = FDES(¢) A BEL(¢) — EF(—¢p)) A AF4



In this paper, we formally model these classes of agents in order to show that
our logic is expressive enough to model different kinds of agents, which generally
react differently to distinct types of threats.

Now, a general threat — being it current or possible in the future — is any
threat, with any amount of associated danger. Formally,

AnyCThreat(¢, ¢) = VeryDangerousCThreat(¢, ) V DangerousCThreat(¢, ) V
CThreat(¢, )

AnyPThreat(v, ¢) = VeryDangerousPThreat(v, ) V DangerousPThreat (), ) V
PThreat(v, )

4.2 Special atomic actions

Based on the literature [4, 13|, we will introduce a set of special purpose actions,
which represent specific behaviour exhibited by the agent under certain emo-
tional conditions. These actions are information processing strategies identified
in humans [14] and which are applied by them for obtaining solutions under spe-
cific emotional states. Here we will only present the strategies which had been
identified as being activated under fear conditions.

Besides these strategies, we also introduce an abstract self-preservation ac-
tion, whose meaning is the reactive character of an agent when the urgency for
avoiding a dangerous situations is so great that none of the other processing
strategies will provide good solutions in an acceptable time.

The set of special actions we define is:

1. Self-preservation: the self-preservation behaviour is activated when the agent
is fearing the failure of some of its fundamental desires. We can see this as
atomic action which mainly reacts to threats in a self-protective way. In Egpy,
this special action is represented by selfpreservation.

2. Direct Access: this processing strategy relies on the use of fixed pre-existing
structures/knowledge. It is the simplest strategy and corresponds to a min-
imisation of the computational effort and to fast solutions. In Egpy, this kind
of processing is abstracted into the specialised atomic action das.

3. Motivated Processing: this processing strategy is employed by the agent when
some desire which directs its behaviour must be maintained but may be at
risk. This strategy is computationally intensive, as its should produce com-
plex data-structures for preserving desires. In Egpy, this kind of processing
is abstracted into the specialised atomic action mps.

4. Substantive Processing: this is considered the most complex information pro-
cessing strategy and is usually applied to obtain possible solutions for sit-
uations which require large amount of computational effort for obtaining
complex plans. It is applied when there are enough resources and capabil-
ities and not too much urgency on find a solution. In Egp,, this kind of
processing is denoted by the atomic action sps.



Considering the above actions as being atomic actions is of course a big
abstraction to the complexity of Emotional-BDI agents. These actions are usually
complex planning and revision strategies.

4.3 Specifying a fearful agent

We will now present a formal specification of a what we consider a fearful
Emotional-BDI agent. Informally, a fearful Emotional-BDI agent describes a
class of software agents which elicit fear in all the situations where threats
(or possible threats) are detected, not distinguishing between really dangerous
threats or only light or possible threats. However, the temporal characteristics
of the threats are taken in account by the agent, which fears their proximity.
Based on what are the fears of the agent, it will employ distinct deliberation
strategies studied in the literature [14], which require distinct levels of resources
and capabilities, depending on what kind of urgent situations they are to be
applied to.

The formal specification of fearful Emotional-BDI agents will be done in two
parts:

— eliciting conditions, which are Egp| formulae which explicitly define in which
situations the agent elicits fear about propositions;

— behaviour effect, which are Egp) formulae which state what kind of behaviour
is exhibited by the agent in order to avoid the fears it has elicited and are
still present in the agent’s internal state.

The elicitation of fear The agent elicits fear about some proposition if that
proposition describes a threatening situation to one of its fundamental desires.

AnyCThreat(¢, ) — FEAR(%)

If the threat is still to occur, the agent will fear not the threat itself, but its
future occurrence.

AnyPThreat (1), p) — FEAR(AF)

Now, if the agent already has beliefs about how to achieve a certain fundamental
desire (or on how to maintain it), the will fear situations where unexpected
interruptions on the execution of the actions to achieve that occur. In a first
case, if the agent detects that it doesn’t have effective capabilities to successfully
accomplish the action, it will fear for that lack of effective capabilities.

FDES(¢) A BEL({«; 8)¢) — [a](—EffCap(8) — FEAR(—EffCap(5)))

But the agent may only detect the fact that, even though it has effective resources
to execute the rest of the action, the successful execution of that action will
possibly lead to a non wanted falsity of the fundamental desire. In this case, the
agent will fear for a successfully execution of the action

FDES(p) A BEL({e; B)) — [ (BEL([]~p) — FEAR((5)T))



The effects of fear in behavior If the agent is present before a current
threat and it does not believe that it will obtain a good solution using even
the quickest and less computational requiring processing strategy before the
threatened fundamental desire becomes false, it will execute the self-preservation
action in order to, at least, guarantee its most basic safety condition

FEAR(v¢)) AAnyCThreat (¢, p) ABEL(A(—EffCap(das)U—p)) — (selfpreservation) T

However, if the agent believes it has effective capabilities to execute a direct
processing strategy, and therefore obtain better solutions to avoid the threat, it
will execute the direct processing instead of just safe-guarding itself

FEAR(%)) A AnyCThreat(v, ) A BEL(EffCap(das)) — (das)T

In the case of the threat is still to occur, the agent will employ either the moti-
vated processing or substantive processing strategies, since they have still some
time until the threat occurs and during this time they main obtain plans detailed
enough to have a better guaranteed of avoiding the threat

FEAR(AF) A AnyPThreat(¢), ) A BEL(EffCap(mps + sps)) — (mps + sps) T

If the fear of the agent is elicited during the execution of one action supposed to
achieve or maintain a fundamental desire, the agent must exhibit a behaviour
which allow it to obtain an alternative action to fullfil the first action’s goal

BEL({c; B)¢) AFDES(¢p) A [o] (FEAR(—EffCap(3)) V FEAR({8)T)) A EffCap(das))

— [a](das) T

If it does not has the effective capabilities to do it, the agent must self preserve
itself before doing something else

BEL((a; B)) AFDES () A[a] ((FEAR(—EffCap(/3)) VFEAR((3) T)) A—EffCap(das))

— [a](selfpreservation) T

5 Related work

The subject of formally modelling emotional agents was already addressed by
J.J. Meyer in [15]. In his work, Meyer uses the KARO framework and imposes
conditions on the structure where KARO is interpreted, so that the triggering of
emotions (happiness, sadness, anger and fear) and their effects on the behaviour
of the agent are conveniently defined.

Work was also done in introducing the notion of capability in Rao & Georgeft’s
BDlcTL logic. This work was presented in [11] but do not explicitly refer actions.
It is only considered as the ability to rationally act towards the achievement of
desires.



6 Conclusions and future work

In this paper we presented the syntax and semantics of Egp logic, a logic de-
veloped for modelling Emotional-BDI agents. By introducing the notions of
threat and unpleasant fact we have showed its expressiveness to model a class
of Emotional-BDI agents which we called fearful agents.

Our approach was based in BDlcrr, extended with explicit reference to ac-
tions, resources and capabilities. However, for satisfiability purposes, we can
transform any Egp) formula into an BDlgry, formula. In this way, we can eas-
ily extend the decision procedures given for BDlgrr, [10] to Egpi.In particular,
we can obtain the decidibility of the satisfiability problem of Egp| formulae, as
well as the soundness and completness of the basic Egp| system, with respect
to a class of models. This is part of our ongoing work. We are also interested
in providing different Emotional-BDI systems reflecting other behaviour which
Emotional-BDI agent can exhibit.
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