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ABSTRACT

Extended regular expressions (with complement and intersection) are used in many
applications due to their succinctness. In particular, regular expressions extended with
intersection only (also called semi-extended) can already be exponentially smaller than
standard regular expressions or equivalent nondeterministic finite automata. For prac-
tical purposes it is important to study the average behaviour of conversions between
these models. In this paper, we focus on the conversion of regular expressions with in-
tersection to nondeterministic finite automata, using partial derivatives and the notion
of support. We give a tight upper bound of 20(™) for the worst-case number of states of
the resulting partial derivative automaton, where n is the size of the expression. Using
the framework of analytic combinatorics, we establish an upper bound of (1.056+0(1))™
for its asymptotic average-state complexity, which is significantly smaller than the one
for the worst case. Some experimental results here presented suggest that, on average,
the upper bound may not be exponential. Finally, we study the class of semi-extended
regular expressions with only one occurrence of intersection at the top level. In this
case, the worst-case state complexity of the partial derivative automaton is quadratic
on the size of the expression, but we obtained an upper-bound that is, asymptotically

and on average, O(n%)
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1. Introduction

Regular expressions with additional operators are used in applications such as pro-
gramming languages [I5], XML processing [29], or runtime verification [28]. Most
of these operators do not increase their language expressive power but lead to gains
in the succinctness of the representation. This is the case for intersection. For reg-
ular expressions with intersection (REn) (or semi-extended), several computational
complexity decision problems, such as membership, equivalence and emptiness, were
studied by various authors. Petersen [27] has shown that the membership problem is
LOGCFL-complete, while for standard regular expressions (RE) it is NL-complete [23].
Fiirer [I8] has proved that inequivalence and non-empty complement are EXPSPACE-
complete, which contrasts with the PSPACE-completeness of these problems for RE.
The complexity of the conversions from regular expressions with intersection to stan-
dard regular expressions, and to finite automata, were recently studied by Gelade
and Neven [20], Gruber and Holzer [22], and Gelade [I9]. The conversion from REn
to RE, or to nondeterministic finite automata (NFA), is exponential and, it is double
exponential to deterministic finite automata (DFA). The conversion from a € REn to
a DFA can be accomplished using Brzozowski’s derivatives [I1]. From RE to NFA a
standard conversion algorithm is the partial derivative automaton construction (A,q)
introduced by Antimirov [I], which coincides with the resolution of systems of equa-
tions by Mirkin [24]. The average complexity of these conversions was recently studied
using the framework of analytic combinatorics [0l [7], and also their extension to reg-
ular expressions with shuffle [9]. For these studies Mirkin’s construction is essential,
as it provides inductive definitions that can be used to obtain generating functions.

Caron et al. [I2] extended the A,q to regular expressions with both intersection and
complement (extended regular expressions)ﬂ In their approach, a partial derivative
is a set of sets of expressions (akin a disjunctive normal form), whereas in the present
work it is simply a set of expressions. In the worst-case, their approach also leads
to NFAs that can be exponentially larger than the original expressions. Moreover,
considering sets of sets of expressions would turn the analytic combinatoric analysis
much harder.

In this paper we show that for RE~, Mirkin’s construction can lead to automata not
initially connected, and thus larger than the ones built by Antimirov’s construction,
although the two constructions can, in some cases, produce identical NFAs. Here
we present an exponential worst-case upper bound which is tight for both. Using
the framework of analytic combinatorics, we give an upper bound for the asymp-
totic average-state complexity for Mirkin’s construction, which turns out to be much
smaller than the worst-case one. This also means that Antimirov’s construction is
asymptotically, and on average, much smaller than the worst-case upper bound. Fi-
nally, we study a restricted family of semi-extended regular expressions with only one
occurrence of intersection at the top level. In this case, the worst-case state com-
plexity of the partial derivative automaton is quadratic in the size of the expression,

LAnd a more general framework is also reported in [I3]. Similar approaches were considered by
Bastos [3].



4 BAsT0S, BRODA, MACHIAVELO, MOREIRA, REIS

but asymptotically, and on average, it is O(n%) A preliminary version of this paper
appeared in [4].

The rest of the paper is organised as follows. In Section [2] we introduce the set of
regular expressions with intersection and recall its algebraic structure. In Section [3]we
define the notion of support as a solution of a system of linear expression equations,
and study its size in the worst case. In Section [d] we consider partial derivatives for
semi-extended expressions and the partial derivative automaton, A,q, and we also
show that the set of partial derivatives of an expression o (w.r.t. non-empty words)
can be a proper subset of the support of a. In Section 5| we use the framework of an-
alytic combinatorics to obtain several average results. First, we present parametrised
generating functions for regular expressions with any number of unary and binary
operators over a given alphabet. These are used to obtain the asymptotic average
number of intersections, as well as the number of letters in semi-extended expressions
of a given size. Then, we calculate an upper bound for the asymptotic average size
of the support, which also provides an upper bound for the average state complexity
of Apq. We present some experimental results suggesting that, on average, the size is
much smaller. In Section [6] we study regular expressions with only one occurrence of
intersection at the top level. We present our conclusions in Section

2. Regular Expressions with Intersection

Let ¥ = {a1,...,ar} be an alphabet of size k. A word over ¥ is a finite sequence of
symbols of 3. The empty word is denoted by €. The set X* is the set of all words over
¥, and X1 denotes X* \ {e}. A language over 3 is a subset of ¥*. The set REn of
reqular expressions with intersection over ¥ contains the expression (), and all terms
generated by the following grammar:

a—elallata)l(a-a)f(ena)f(a”)  (acX), (1)

where the operator - (concatenation) is often omitted. Parentheses can also be omitted
considering the following precedences for the operators: x > - > N > +. We denote
by RE the set of standard expressions, where N does not occur. The size of a regular
expression @ € REn is denoted by |a|, and defined as the number of occurrences
of symbols (parenthesis not counted) in «. Similarly, |a|s denotes the number of
occurrences of alphabet symbols (letters) in «, and |a|n the number of occurrences
of the binary operator N. The language £(«) for a € REn is defined as usual, adding
L(anB) = L(a)NL(B). We say that two regular expressions «, 3 € REn are equivalent,
if £L(a) = L(B), and write o = 8 in this case. For a set S C REn, the language of S is
defined as L(S) = J,cg £(a). The notion of equivalence extends naturally to sets of
regular expressions. The left-quotient of a language £ w.r.t. a word w € ¥* is defined
asw L ={ x| wxr € L} The algebraic structure (REn,+,, 0, ) constitutes an
idempotent semiring, which with the unary operator * is a Kleene algebra. Antimirov
and Mosses [2] presented a complete and sound axiomatisation for RE~, where the
binary operator N is idempotent, commutative, associative, distributes over 4, and
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also satisfies the following axioms, where a;,a; € ¥ and «, 3,7 € REn:

(enB)=0A(a=Ba+7v)=a= 3%, eNa* =g,

eN(af) =(ena)np, eNa;=0Na=10,
(a;a) N (a;B8) = (a; Naj)(anB), a;Na; =0 (a; # ay),
(aa;) N (Baj) = (N B)(a; Nay), a+(anp) =a.

With the usual abuse of notation, define the function e : REq — {(,e} by e(a) = ¢
if e € L(a), and e(a) = () otherwise. The methods developed in Sections [3] and [4] are
syntactical, and aim at building automata equivalent to a given regular expression.
To ensure the finiteness of the constructions it is not necessary to consider regular
expressions modulo any of the above propertieaﬂ However, in some examples, for the
sake of succinctness, we also consider regular expressions modulo the identities of -
and +. Note that this does not affect the upper bounds of the number of states, both
in the worst and in the average case.

3. Automata and Systems of Equations

We first recall the definition of a nondeterministic finite automaton (NFA) as a tuple
A = (S,%, 5,0, F), where S is a finite set of states, ¥ is a finite alphabet, Sy C S
a set of initial states, § : S x ¥ — 29 the transition function, and F C S a set of
final states. This function ¢ can be naturally extended to sets of states and to words.
In what follows we will take S = [1,n]. The language of Ais L(A) = { w € ¥* |
5(So,w) N F # 0 }. The right language of a state s, denoted by Ly, is the language
accepted by A if we take Sy = {s}. It is well known that it is possible to associate to
each n-state NFA A over ¥ = {aq,...,ax}, with right languages £4,...,L,, a system
of linear language equations

Li=a1Ly;U---UapLly; U S(Ci), for i € S,
where Lji = Ujes(i,0,) £1 and L(A) = U,eg, £i- In the same way, it is possible to

associate to each regular expression a system of equations. We here extend Mirkin’s
contruction to regular expressions with intersection.

Definition 1. Consider ag € REA over ¥ = {ay,...,ar}. A support of ap is a
set {a1,...,a,} of regular expressions with intersection that satisfies a system of
equations

;i = aron; + -+ apag; +e(q;) i€ [0,n], @)

for some a;,..., g, where each «j; is a (possibly empty) sum of elements in
{al, . ,Oén}.

2As is the case, for instance, for Brzozowski’s DFA or the approach of Caron et al.
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It is clear that the existence of a support of a implies the existence of an NFA
that accepts the language of a. A support for a regular expression o € RE4 can be
computed using the function m : REq — 2REn defined below. First, we define some
operations on sets of regular expressions. Given S,T C RE~ and 8 € REn, we set
Sp={af|lacS}tand SAT={anp|acsS,BeT}. Note in particular, that
LSAT)=L(S)NL(T).

Definition 2. Given « € REn, the set 7(«a) is inductively defined by:

(D) = w(e) = 0, m(a+ B8) = m(a) Um(B),
m(a) ={e} (a€X), m(aB) = m(a)B U T(B),
m(a*) = 7(a)a*, m(ang) = m(a) Ar(B).

Example 3. Given the regular expression o; = (b + ab + aab + abab) N (ab)*,
m(aq) = {babNb(ab)*, abNb(ab)*, bNblab)*, €N b(ab)*, babN (ab)*,
abn (ab)*, bN (ab)*, €N (ab)*}.

Proposition 4. If a« € REn, then w(«) is a support of a.

Proof. We will proceed by induction on the structure of . The proof for all cases,
excluding aN B, can be found in [24] 14, [6]. Let m(ag) = {aa,...,an} and 7(Fy) =
{B1,--.,0m} be a support of ag and By, respectively. Thus,
a; =ajag; + -+ agag; +e(ey), fori=0,...,n
and
/8] = alﬁlj +--- +a/k:6kj +€(Bj)7 for .] = Oa"'am7
where, for all I = 1,...,k, oy; and fj; are linear combinations of elements of 7(ayg)
and 7(fp), respectively. We want to prove that 7(ag N By) is a support for ag N SFo.
Fori=0,...,nand j =0,...,m, and using the axioms for N, we have
a; NG = (ar0n; + -+ + agag + €(a;)) N (a1 By + - - + arBrj +(55))
= (ara1; Na1Pij) + -+ + (a1 Nagbej) + (aran; Ne(B;)) + -
R (akozki n alﬂlj) + -+ (akaki N akﬁkj) + (akaki N 6(5])) + -
o+ (elaq) NarPiy) + -+ + (e(aq) NawPij) + (e(cq) Ne(B;))
= (a1 Nar)(ar; N Bry) + - + (ar Nak) ok N Bry) + (e(aq) Ne(B)))
= CLl(Ozli n ﬂlj) + -+ ak(aki n ﬂk]‘) + 6(0&1‘ n ﬁj)
For each | = 1,...,k, we know that a;; = Z ay and [ = Z By, for Ij; C

i/ el; J'e€diy
{1,...,n} and J;; € {1,...,m}. And, since

aiNBy =Y xnN Y Br= Y (arnBy)
i'e€ly; j'€di; i'€ly;,j3 €1

we conclude that m(ag) M 7(By) = {a1 N B1,.- ., 1 N By o,y N B} is & support
for ag N fBy. O
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The next proposition provides an upper bound on the cardinality of the support
of a regular expression.

Proposition 5. For all a € REn, the inequality |m(a)| < 2l¢l==laln=1 pojds.

Proof. We proceed by induction on the structure of the regular expression a. It is
easily proved that the statement holds for the base cases ¢, ) and a € X. Assume that
the result holds for some «, 8 € RE4. We will make use of the fact that 2™ + 2™ <
2m+n+l for any m,n > 0. For a + /3, one has

[m(a+B)| = |r(@)Un(B)] < [7(a)| + |7 (B)]
< glals=laln=1 4 9llx—I8ln—1
< olals—laln=1+[8ls=|8ln-1+1 _ gla+fls—la-+Bln-1

The case for af is analogous. For a*, one has

[r(a)] = In(a)a’] = [m(a)| < 2ebleln=t — gle’lsmle’in-t,
Finally, for a N 3, one has

[m(an B)] = |r(a) Am(B)]

< |r(@)] - |7 (B)] < 2lel=—leln=1 . 9lfls=18ln—1
_ 2|aﬂﬁ|27|aﬁﬂ|mfl.

O

The next examples present families of regular expressions that witness the tightness
of the upper bound established in Proposition

Example 6. Let the regular expression r, € RE~ over {a,b} be inductively defined
by ro = a*b*, r1 = b*a and r, = rp_oNr}_;, for n > 2. Using the definition of support
it is straightforward that |m(ro)| = [{a*b*,0*}| = 2, |n(r1)| = |{b*a,e}| = 2!, and
|7 (rn)| = |7(rn_2)| - |7(rn_1)|, for n > 2. Thus, we obtain |7 (r,,)| = 2™ for n >0,
where fib(n) is the nth term of the Fibonacci sequence. Also, |rg|s — |roln — 1 = 1,
|7‘1|2 - |’I“1|m —-1= 1, and
[rnls = [raln =1 = |ra—als + [rn-1ls — [ra—2|n — [rn-1ls — 2
= (Irn—2ls = rn—2ln = 1) + (Irn-1ls = Irn-1ln = 1),

for n > 2. Consequently, |r,|s — |rn]n — 1 = fib(n), for n > 0. We conclude that
|7(rp)| = 2l l==Iraln=1 "for n > 0.

Example 7. Let the regular expression r, € REn over {a}, be defined inductively
by ro = a*a and r,, = r,_1 Na*a, for n > 1. We have 7 (rg) = w(a*a) = {a*a,c}, and
forn > 1,
w(ry) ={a*a,e}M---n{a*a,e}.
n+1
Thus |7(rg)| = 2 and |7 (r,)| = |7(re)|"t! = 2"TL. Note that |r,|s = 2n + 2 and
|7n|n = n. Therefore |m(r,)| = 2I"nl==Imln=1,
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4. Partial Derivatives

The notions of partial derivatives and partial derivative automata were introduced
by Antimirov [I] for standard regular expressions. We now consider the Antimirov
construction from RE~ expressions to NFAs.

Definition 8. For a regular expression a € REn and a symbol a € %, the set 9, ()
of partial derivatives of o w.r.t. a is defined by:

(0 otherwise,

0a()BU 0, (B), ife(a) =€
0) =0, Oy(afB) =
(6) .y (aB) {6a(a) otherwise,
’ — da(a+ B) = Oala) U 9a(B),
W) = 1R =0, () = dul) au()
(@)

0a(a*) = Og() ™.

This definition is extended to words w € X* by 0:(a) = {a}, Ow.(a) =
Uaietu (a) alei), and 0y (R) = U,,cp Ow(ai), where R C REq. It easily follows

that £(0y(a)) = w™1L(a). The set of partial derivatives of an expression « is
() = Upes+ Owla). We also define 07 (o) = [, e+ Ow ().

As for standard regular expressions, the partial derivative automaton of an expres-
sion «a € RER, is defined by

Apd(a) = <8<O‘)’ 2, {O‘}’ Oas Foc>7

where F,, = {7 € 0(a) | e(y) = ¢ } and 04(7,a) = 0q(7y). It follows that L(Ayq(c))
is exactly L(«). Mirkin’s and Antimirov’s constructions coincide for standard regular
expressions. We will see that this is not true for regular expressions with intersection.

The following lemmas present some properties of the function 9, used to prove
Proposition [T1]

Lemma 9. For all S,S" C RE5 and a € X, the following property holds

0a(S M S') = 04(5) M 0a(S).

Proof. Let a € ¥ and let S, 5" C REA, with S = {aq,...,an}tand 8" ={B1,..., Bm }-
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Then,
9, (SM S

oa({ors - sant M {B1,. .., Bm})

O({ar NP1,y cy01 N By oy an NP1y, an N B })
Ol NP U Udg(a1 NPBm)U---

o UOu(an N B U+ Udu(n N PBr)

= (0a(01) M0a(B1)) U+ U (Bala1) M Oa(Bm)) U+ -
U (Oa(an) MOa(B1)) U=+ U (Falan) M 0u(Bim))

U {einB)| o} € dulai), B € 0a(8;)}

a; €S,6;€S’
= | dalai)m | 2a(8))
a; €S B;€S’

= 0,(5) M 9 (S5).
g
Let suff(w) be the set of all non-empty suffixes of w, being defined as suff(w) =

{veXt|JueX*:uv=mw}. Except for the second case, the following lemma was
shown by Antimirov.

Lemma 10. For every regular expressions o, B € REA and word w € X%, 0, satisfies
the following:

O (a+ B) = Ow(a) Udw(B), (3)
aw(o‘mﬁ) zaw(a)maw(ﬁ)v (4)
dw(aB) Cou(@)BU | 0u(8), (5)
vesuff(w)
dw(@) < |J du(@)ar (6)
vesuff (w)

Proof. Antimirov[I] proved equations , and @ Thus, we only present the
proof for equation .

The proof of the statement d,,(ax N ) = Oy () M 0y () is done by induction on
w. If w=¢, then 0. (e N P) = {anN B} = {a} A {8} = 0:(a) M I-(B). Suppose that
Ow(aN B) = Oy (a) M Oy (B) holds for a given w, then for wa, with a € 3, it follows
from Lemma [9] that

Proposition 11. For every regular expressions «, 3 € RE~, the following holds.

D(a+B) C O (@)UBH(B),  0*(anp) C 0*(a) MO+ (H),
Ot(aB) Cof(a)pudt(B), 0T (a*) CoF(a)a*.
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Proof. First note that, given a set £ C REA and a regular expression a € REq,
if, for all w € X, we have that d,(«) C E, then we have |J, eyt Ow(e) € E and
thus 0% () C E. Moreover, we know that for every w € X7, d,(a) C 97 (). Let
a, B € REA be regular expressions over ¥. Now,

e From equation , for all w € T, the following holds:
A+ ) = du(@) Udu(B) C 0T (a) Ud™(B),

and thus 0% (a+ 3) C 91 (a) UOT(B).
e In the same way, from equation , for all w € ¥, the following holds:

Dw(an ) C du(e) N dy(B) C 0T (a) M OT(H),
and then 9T (a N B) C 9T (a) MOT(B).

e From equation (5), for all w € £+, the following holds:

Du(aB) COu(@)BU ) 8u(8) ST (@)BUIT(B),

vesuff (w)
and thus 07 (aB) C 91 (a)3UIT(B).
e Finally, from equation @, for all w € ¥, the following holds:

Ow(a®) C U Op(a)a* C 0T (a)a*,

vesuff(w)

therefore, we have that 01 (a) C 07 (a)a*.
g

The next example shows that the inclusion 01 (aNB) C 9T (a) MIH(B) is strict in
some cases.

Example 12. Consider again oy = (b+ ab+ aab+ abab) N (ab)*. We have 01 (o) =
{bab N b(ab)*, abNbab)*, bNbab)*, abN (ab)*, e N (ab)*}. It is easy to see that
Ot ((ab)*) = {b(ab)*, (ab)*}. Now, with B = (b + ab + aab + abab) and 0T (B) =
{e, b, ab,bab}, one has

0T (B) M O™ ((ab)*) = {bab N b(ab)*,abN b(ab)*, bN blab)*,
eNb(ab)*, babn (ab)*, abn (ab)*, bN (ab)*, €N (ab)*}.

Thus 0% (a1) # 01 (b + ab + aab + abab) M O ((ab)*).
The following proposition relates the function % with the support .

Proposition 13. Given a € RE~, 07 () C 7(«).
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Proof. The proof proceeds by induction on the structure of «. It is trivial that
ot (0) = =(0), 0F(e) = w(e) and 9 (a) = w(a), for a symbol a € . Assume that
0t (a) C m(a) and 97 (B) C 7(B) holds, for «, f € REA. For a+ 3, one has

O (a+p) CoT(a)udT(B) C m(a) Un(B).
For aN 3, one has
9 (@np) C ot (a)nd*(B) C m(a) A m(B).

For a3, one has
O (af) C 0% ()BUI*(B) C m(a)B U n(B).

Finally, for a*,

O

Since, for every regular expression o € REp, the set m(«a) is finite, Proposition
also proves that the set 97 () is finite. For regular expressions without intersection
it is known that 7 and 9" coincide [I4]. Examples [3| and |[12| show that there exists
a € REn such that 7(a) # 07 (a). The following lemmas establish some conditions
for the equality of (N B) and (e N B) to hold for a, 8 € REn, and they will be
used in Proposition

Lemma 14. Given o, 3 € REn, one has m(anB) = 0% (N B) if and only if 7(a) =
8% (a), 7(8) = OF(8) and O*(a N §) = " (@) ME* (5).

Proof.

(=) We have that 7(an ) = 0" (anB) C 9t () MOT(B). From Proposition
it follows that 07 (a) C w(«a) and 91 (8) C w(B). Suppose, by contradiction, that
0t (a) € m(a) or 8+(5) 7(8). Then

9 (@np) C ot (a)MoT(B) & m(a) A m(B) =m(anp),

a contradiction since w(a N B) = 07 (a N B). Thus, we conclude that 7(a) = 97 ()
and 7(8) = 07 (B). Consequently, 7(a N B) = 7(a) A 7(B) = 0+ (an B).

(«<=) This follows trivially from the definition of support, i.e., 7(aNpg) = w(a)Axw(B),
since m(a) = 0 () and 7 (B) = 91 (B). O

Lemma 15. Given o, 8 € REn such that Oy (o) = m(a) or 0y (8) = w(5) holds for
allw € T, then 0T (anp) =01 (a) MOT(B).

Proof. First, note that if v € RE~ and 9,,(y) = 7(7) for every w € 7, then 9% (y) =
Uwes+ 9w (y) = 7(7). It is enough to assume 0y, (o) = 7(a), for all w € X, in which
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case one has

o (@np) = |J @ul@nd,B) = | (r()nau.s8)

wes+ went
= U {a;NBj | €m(a), B € 0w(B) }
wext
= {ai ﬂﬂj ‘ a; € m(a), ﬂj € U 810(5)}
wert

={aing;laien(a), B; €d7(B)}
= m(a) 1O (B) = 8" () MOF ().
O

By Proposition |(«)| is an upper bound for the cardinality of % (a). This
upper bound can be reached, as shown by the following proposition.

Proposition 16. For any n € N there exists a reqular expression r, € RE~ of size
O(n) such that |0 (r,)| = 2Imnl==Irnln=1,

Proof. Consider the regular expressions r,, € RE from Example [7] We prove that
7(ry,) = 0 (rn). The proof proceeds by induction on n. For n = 0 and for all w € 31,
we have 9y, (a*a) = {a*a,e} = 0" (a*a) = w(a*a). Let us assume that 7 (r,) = 0 (ry,),
for n > 1. It follows from Lemma [15| that

0t (rpy1) = 0% (rnNa*a) = 0" (r,) M 0T (a*a).

Since 7(a*a) = 87 (a*a), w(ry) = 07 (ry), and 01 (r, Na*a) = 8% (r,) M OT(ry), we
conclude, from Lemma [14} that 7(rp41) = 7(r, Na*a) = dF(r, Na*a) = Ot (ryp41)-
O

The next example provides a non-trivial family of regular expressions for which the
set of partial derivatives coincides with the support. Note that although their size
grows exponentially the upper bound is not reached in this case.

Example 17. For n > 0 let the regular expression s,, € RE4 be inductively defined
by so = (a + b)*b(a + b)* and, for n > 1,

50 = ((a+b)su_1(a+) N ((a+b)*(a+b)).

It is easy to see that |s,|x = 5+8n and |s,|n = n. One has, |7(so)| = |{so, (a+b)*}| =
2 and |7(s1)| = [{so(a+b),(a+b)*, e} M {(a+b)*(a+b),e}| =6. For n > 2,
m(sn)] = [ ({sn-1(a +b),e} Un(sn-1)(a + b)) A {(a +)"(a +b),}]
=22+ |w(sn-1)l)

:i2i+3-2”.
=2

The second equality holds because, for n > 2, s,_1 & 7(sp—1). Thus, we have
|7 (sn)] = O(2™) for n > 2. Let m = |spls — |sn|ln—1=5+Tn—1,ie.n = (m—4)/7.
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Then, |7(s,)| = O(27™) = O(1.105™), which is much smaller than the upper bound
2™, However, 7(s,) = 07 (sy,), for all n > 0, as we now prove by induction on n. The
cases n = 0 and n = 1 are obvious, because the equality holds for regular expressions
without intersections. Let us assume that m(s,) = 9% (s,), for some n > 2. Let
Sn41 = Tnt1 Nto, where r, 11 = (a4 b)sp(a +b) and tg = (a + b)*(a +b). It is clear
that 9% (tg) = 7(to). One has

T(rnt1) = m(a+b)sp(a+b) Un(sp(a+b))
{sn(a+b)} Un(sp(a+1D)).
Since 7(s,) = 07 (s,) and 7(a+b) = 9+ (a-+b), from Lemma[14 we have 7 (s, (a+b)) =
Ot (sp(a+0b)). Given that dg(rn+1) = O(rnt1) = {sn(a+0b)}, then
a4_(7an-i-1) = 0a(rn+1) U Op(rnt1) U U Ow(rn+1)
weXt\{a,b}
= {sn(a+b)} U0 (sn(a+1))
= m(rpt1)-

From Lemma[L5] we have 9% (r,41 Nto) = 0F (rn41) 9™ (o) and from Lemma [14] we
conclude that 7(r,4+1 Nto) = 0T (rps1 Nto), e, T(spt1) = 0T (spt1)-

5. Average Complexity Results

We know that the number of states in the partial derivative automaton of an ex-
pression « has |7(a)| as its tight upper bound. In this section we estimate an upper
bound for the asymptotic average size of m(«). This is done using standard methods
of analytic combinatorics as expounded by Flajolet and Sedgewick [I7], that apply to
generating functions f(z) = ), a,2" associated with combinatorial classes. Given
some measure of the objects of a combinatorial class A, the coefficient a,, represents
the sum of the values of this measure for all objects of size n. We will use the notation
[2"]f(2) for a,. For an introduction to this approach applied to formal languages, we
refer to Broda et al. [§].

Although the methods here used are the standard ones from the Analytic Com-
binatorics (and Complex Analysis), each application of these techniques is always a
challenge, as one cannot foresee the analytic difficulties that one can incur into when
conducting the study of the generation function.

The generating function f can be seen as a complex function, analytic in a neigh-
bourhood of the origin, and the study of its behaviour near its dominant singularity
p (in case there is only one, as it happens with the functions here considered) gives
us access to the asymptotic form of its coefficients. In particular, if f(z) is analytic in
some appropriate neighbourhood of 0 containing p, then one has the following [17, 8]:

Proposition 18. If f(z) =a—b\/1—2z/p+o0 (\/1 fz/p>, with a,b € R, b # 0,
then 5
n ~ —n, —3/2

1) ~ o,
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_ a 1 .
If f(z) = m—l—o(m), with a € R, and a # 0, then

5.1. Counting Expressions and Symbols in General Reqular Expressions

The average number of occurrences of particular symbols in standard regular expres-
sions was already studied by Nicaud [25], as well as for special regular expressions by
Broda et al. [9]. We present here the result of applying the methods used in those
works to general regular expression with any number of unary and binary operators.
Let us suppose that we have s = s, + s. characters (letters or constants), u = u,, + u,
unary operators and b = b, + b. binary operators, where the index ¢ denotes the
number of objects that one is interested in counting, whereas the index n denotes the
remaining ones. For example, in order to count the number of 4+ symbols occurring
in regular expressions with an alphabet of k letters, these parameters would be s, = 0
(no characters are to be counted), s,, = k+1 (because € can also occur in the regular
expressions along with the k different letters), u. = 0, u,, = 1 (the x operator), b, = 1
(the concatenation operator) and b. = 1 (the + operator).

The generating function R(z) for the number of regular expressions of a given size
satisfies the following relation

R(z) = sz + uzR(2) + bzR?(2),
which yields

I e A(z)

R(z) 57 ;

where A(z) = (u? — 4bs)z? — 2uz + 1.

Analogously, the bivariate generating function S(v, z), whose coefficients give the
number of objects that simultaneously have a certain size and a fixed number of the
things one wishes to count, satisfies

S(v,2) = (8 + 5:0)2 + (U + uev)2S (v, 2) + (b + bov)25% (v, 2),

from which one can derive the cumulative generating function S(z), whose coefficients
are the number of objects one wants to count occurring in the expressions of a certain
size:

500y = 9)+ 0 VAR
W2z /A(z)

where
B(2) = (25:b* — 28bb. — uucb 4+ u?be) 22 + (ueb — 2ub.)z + be.
¥(2) = (ube — ucb)z — be.
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The smallest positive root of A(z) is the main singularity of both R(z) and S(z),
and is given by
m, when 4bs # u?,

1
2u?

P = Psub =
when 4bs = u?.
Now, using the methods of analytic combinatorics as expounded in Broda et al. [g],

for example, one obtains

VA() ~ Gt
[")S(2) o) —

~ 2b2p+/m\/2 — 2up P

5.2. Counting Expressions, Letters and N Symbols

The study of the combinatorial behaviour of the REq-expressions, both in terms of the
number of expressions and the number of occurring letters, can now be done using the
results of the previous section. In this case, the parameters for the above mentioned
results should be: s, =k,s, =1,u. =0,u, = 1,b, = 0 and b,, = 3, giving rise to

V"0, s -

2

[2"| Ry () ~ oz e T

and

n kp -n,—3
[2"]Lk(2) ~ ﬁ;k\/%ﬂk noz, (8)

_ 1
where Pk = W
The average number of letters in an expression of size n is given by % Using

equations and , one obtains, asymptotically,

6kp?
Jals ~ 225

— Pk
The number of intersections in the REn-expressions under consideration can be
computed, again using the previous result, now with s, =0,s, = k+ 1,u. =0, u,, =

1,b. =1 and b,, = 2, yielding

— %|a|. )

k—o0

)L (z) ~ — AP (10)

3vTV2 = 2p K
The average number of symbols N in an expression of size n is given by %.
Using equations @ and , one obtains, asymptotically,

2(k +1)pj, o 1
1—pk k—oo 6

lal. (11)

[
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5.8. Average Size of w

Let Py (z) denote the generating function for the size of m(a) for expressions without
(). From Definition [2|it follows that, given an expression «, an upper boundE| p(«) for
the number of elements in the set 7(«) satisfies:

p(e) =0, pla+ B) = pla) +p(B),
pla) =1, foraeX, p(aB) = p(a) + p(B), (12)
p(a*) = p(a), plan B) = pla)p(B).

From this, we get

Pe(z) =Y pla)2l*l = 3" pla)z + > plar)zlel*?

+3 pla+ B)2RITIBIF 4§ (g p) lel s
o, a,f

+3 " plan g)lelisiL,

a,B
Noticing that

Zp(a + B)zllethll = Z(p(a) + p(B))z 2Nl I8 =
.8 a,p

=2 [ Y pla) 81 £ 37 ()0 el
a,f .8

=2z (Zp(a)ZHM) ZZW” = 2P (2)Ri(2),
a 5

it is, then, easy to conclude that Py(2) = kz +42Pg(2)Ri(2) + 2P (2) + 2P (2)?, from
which we obtain the following closed expression

1242V - le) +40 - 29Va)

6z ’

(13)

Py(z)
where

pe(2) =5 — 102 — (43 + 84k)2?, and qi(2) = 1 — 22 — (11 + 12k)2>.
The roots of gi(z) are

] 1
=—————— and pp = —————.
P T o3 1 3k P 9 31 3k

One now needs to determine the dominant singularity of Py(z), which can either be
the positive root of gi(z) or a root of r,(z) = px(2) +4(1 — 2)+/qr(2). Thus, we need

3This upper bound corresponds to the case where all unions in () are disjoint.
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to know which of the two expressions ri(z) or gr(z) has the smallest positive zero.
Because this is not trivial (note that one needs to decide this for all k), one will do it
indirectly using the method expounded in the following paragraphs.

Observing that r;(0) = 9 is positive, and

12 (13 — 14k — 24k? + (8k — 4)V/3 + 3k)
(114 12k)?

Tk(pk) = < 0,

by Bolzano theorem, r4(z) must have a positive zero smaller than py. Noticing that

12 (—13 + 14k + 24k* + (8k — 4)v/3 + 3k) “0
(11 4 12k)2 ’

Te(pK) = —

one concludes that ri(z) has necessarily two real zeros in its domain, [pg, px]. Anal-
ogously, si(z) = pr(z) —4(1 — 2)\/qx(2) has also two real zeros in the same interval,
and since ri(2)si(2) is a fourth degree polynomial, it follows that r(z) has exactly
two zeros, 7y and 7}, which are real. Since s;(0) =1 < 74(0) =9, and ri(z) = sk(x)
only at the end points of [pg, px] it follows that si(z) < r(x) in ]|pg, pr[. Considering
the four real zeros of the polynomial r(z)sk(z), given what we just said, we conclude
that the two more distant zeros from the origin are the roots of 7 (z). In fact, we can
obtain an explicit expression for the zeros of r(z)sk(z) by noticing that

pr(2) £4(1 = 2)Var(2) = (1 —z+ 2\/qk(z))2 — 36kz?
= (1 — 2+ 2v/qx(2) — 6\/Ez> (1 —z:|:2\/m+6\/éz) )

and thus, solving the equations resulting of nulling those factors, we obtain the four
zeros of ri(2)sk(2):

C4V2E 14 2vE - 1 ;o W2k T+2VE+1
T skt avk s " 28k — 4k +15

(14)
y A2+ T -2VE -1 w2+ T-2VEk+1

T sk —avk+ 15 F T T a8k AvE+ 15

It is possible to verify that m; and 7} are the roots of 74(z) and the other two the
roots from s (z). Therefore, one has

T (2)sx(2) = (T056k% + 7416k + 2025)(2 — i) (2 — n%) (2 — ) (z — ). (15)
From one has
62P;(2) =1 — 2 —vri(z) + 2/ qr(2), (16)

and we split the study of the coefficients of the series of Py (z) into the study of the
coefficients of 1 — z — \/ri(2) and of 24/qx(z). For the first one, we use that

_7056k2 + 7416k + 2025
s5x(2)

ml = )08 - =) (1= 2

() Nk
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and the fact that, given a complex function f defined on a neighbourhood of 1 such
that lim,_,, f(2) = a, one has, for all r € R, f(2)(1 —z/n)" = a(l —z/n)" + o((1 —
z/m)"), together with Proposition to obtain

[2"] (1 —z— rk(z)) ~ )\kn;”n_%,

where )
N = ((7056k2 + 7416k + 2025) (n, — 1) (my — 1) (1" — 1) e ) z )
k 27T8k(77k) '
For the last summand one has, similarly,
4 : _\1 1 1
2/qi(2) = 4V3+3k pZ (pr. — pr)? (1 — 2/pr)? + o0 <(1 - 2/%)"’) ;
from which it follows, [2™]2+/qx(2) ~ —ukp,;”n_%, where
1
=272 p2 /31 3k. (18)
Summing up, we get that
1 —(n —(n _3
[2"]Pp(2) ~ 5 (Awk( - Mkpk( H)) n"%, (19)

In order to see what this result entails for the average case when compared with
the worst case result, expressed in Proposition [f] attend to the following

1
<[Z"]Pk<z)) T e e T PE
[Zn]Rk(Z) Ckp]:n_%(n‘l- 1)—% n—oo Mg

Setting v, = Z—’;, this means that, on average,

()] ~ 7).

One has 1 ~ 1.00495, 5 ~ 1.01655, 19 ~ 1.04137, v190 ~ 1.05294, and
g e — V3
e F T 62 1 3

Proposition 19. For large values of k and n, an upper bound for the average number
of states of Apq is (1.056 4 o(1))".

~ 1.05564.

Considering the estimates given in @D and , the worst-case upper bound
2lals—laln=1 from Proposition [5|leads to an upper bound for the average case roughly
of \Bﬁlal, for o large enough. As /2 ~ 1.25992, the result just obtained shows that
the upper bound for the average complexity is significantly smaller than the one for
the worst case.
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Table 1: Experimental Results.

k |l lals leln 4 [8pdl [0(a)] |7 ()|
25 5.42 3.26 0.17 2.86 2.50 1.80
12 10 1 43 14 13
50 10.59 6.73 0.18 4.52 3.06 2.70
20 17 1 420 27 40
h 100 20.99 13.69  0.19 7.13 3.70 4.18
34 25 1 744 51 175
150 31.39 20.54  0.19 9.93 4.28 5.93
50 36 1 3691 115 324
200 41.79 27.47  0.20  11.40 4.49 7.46
59 44 1 6330 288 621
200 62.65 41.34  0.20  15.38 5.32 11.98
88 64 1 3660 1873 9360
s 7.46 3.41 0.28 2.75 2.47 2.94
5
13 9 1 42 14 24
50 14.60 6.96 0.31 3.52 2.77 5.32
23 16 1 76 14 80
100 28.88 14.14  0.29 4.37 3.07 11.82
2 42 26 1 573 39 566
150 43.12 21.19  0.31 a.77 3.16 21.81
58 37 1 397 63 3949
200 57.44 28.41  0.31 4.74 3.22 40.03
75 16 1 214 41 9250
200 86.00 42,73 0.32 5.08 3.28 121.78
106 64 1 493 57 134604
25 9.73 3.56 0.40 2.58 2.42 4.65
13 10 1 40 11 40
50 19.04 7.28 0.42 2.82 2.52 10.59
25 17 1 88 16 193
37.66 1472 0.42 3.14 2.65 36.85
5 100
16 29 1 136 20 3650
150 56.34 22.16  0.42 3.34 2.71 116.20
69 37 1 96 21 21216
200 74.96 29.64  0.43 3.29 2.68 356.54
89 a7 1 119 22 72135
s00 11219 44.61  0.43 3.43 2.72 3470.22
129 65 1 152 22 2506175
25 10.90 3.63 0.46 2.37 2.38 5.72
13 10 1 11 11 30
50 21.33 7.46 0.48 2.63 2.47 14.72
25 16 1 19 16 168
42.26 15.16  0.50 2.73 2.50 68.91
10 100
50 28 1 98 22 10104
150 63.14 22.87  0.48 2.88 2.58 302.82
72 39 1 72 23 80080
200 84.13 30.43  0.49 2.88 2.58 1269.14
95 49 1 115 22 392148
200 125 45.68  0.47 2.91 2.58 18369
138 67 1 59 19 5637926

5.4. Experimental Results

In order to compare the size of the partial derivative automaton and the size of the
support of the corresponding regular expression, we ran some experiments, using the
FAdo package [I6]. For the results to be statistically significant, regular expressions
were uniformly random generated using a version of the grammar for REn in prefix no-
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tation. For each size n € {25, 50,100, 150, 200, 300} and alphabet size k € {1,2,5,10}
samples of 10000 regular expressions were generatedﬂ This is sufficient to ensure a
95% confidence level within a 1% error margin.

For each sample we computed the average and the maximum value of several
measures, which are presented in Table [l For each n and k, the first row has the
average values and the second the maximal values. The column labelled with ()
indicates the ratio of expressions which are equivalent to the empty language. The
column labelled with |d,4| indicates the number of transitions of the partial derivative
automaton. As it is evident, the set of partial derivatives is on average much smaller
than the support. We note that d(«) includes «, while 7(a)) may not include it. Even
for small alphabets it seems that the size of A,q does not grow exponentially.

6. A Special Case

We now consider a restricted form of regular expressions with intersection, and study
the complexity of the conversion to equivalent partial derivative automata. Let RE;~ C
REA~ be the set of regular expressions that have exactly one intersection at the top
level (or is 0)). This set is generated by the following grammar:

a—=(BNB)[0
B—elal(B+B)[(B-8)(B)" (a€X).

Note that 3 corresponds to a standard regular expression with the exclusion of ),
i.e € RE\ {0}. For a € RE), with o = 31 N B2 and §; € RE\ {0}, the support of «
is () = w(B1) M7 (B2), where 7(5;) can be computed using Definition [2{ without the
intersection case. We know that |7(5)| < |8|s, 8 € RE. In which case, the asymptotic
average size was studied in [6].

The next proposition gives an upper-bound for the support of a € REj.

2
Proposition 20. For all o € REq, the inequality |m(a)| < (%) holds.

Proof. For a = () the result is trivially true. Otherwise, a = $1NP2 with 3; € RE\{0}.
In this case, we know that |w(81)] < |B1|s and |7(B2)| < |B2|x. Thus,

[m(a)| = w(Br) M7 (B2) < [w(B1)] - Im(B2)| < [Brls - [Bels-
Since |a|s = |B1|s+|B2]s, the value of |51 |5 | 52]x is n;aximized when |81]s = B2z =
%. Consequently, |m(a)] < (%) (%) = (%) . O

The next example shows that this upper bound is reached.

Example 21. Consider
sp=a"---a* € RE.
—
n>1

4For n = 300 and k = 10 only 2000 regular expressions were used in the calculations due to the
huge values involved.
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Since 7(sp) = {Sn, Sn—1,-- -, 51}, we have |7(s,)| = |sn|z = n.
Now, let r, € RE)4 be a regular expression defined as r, = s, N s,, for n > 1.
Then, the size of the support of r, is |7(7,)| = |7(sn) A7 (sn)| = |7(s0)] - |7 (50)| = n.

Since, |r,|s = 2n, we have that |7(r,)| = n? = (%) , which is exactly the upper

bound given in Proposition

Although the upper bound is reached, for this restricted set of regular expressions,
examples [3|and |12 show that there are expressions « of this type for which 0 (a) C
().

6.1. Average Size of ™

In this section we estimate an upper bound for the asymptotic average size of 7(a),
with @ € RE)n, which provides an upper-bound for the average state complexity of
Apa(a). The generating function for the size of 3 € RE (excluding the () over a k-ary
alphabet is [26] [6]

1z Ag(z)

5i(2) 4z ’

where Ag(2) = 1 — 2z — (7 + 8k)z2, and the generating function for the number of
letters in a standard expression is

kz

It is easy to see that the generating function for the size of o € REj~ is then
Ri(2) ~ 2S¢ (2)
(1 -2z — Ai(2))?
16z
1—2z— (4k+3)22 + (2 — 1)/Ak(2)
B 8z '
In the same way, the generating function for the number of letters in an expression
a € REn is L} (2) = 22Li(2)Sk(2).
Using the same techniques as in Broda et al. [8] [I0], one can obtain the following
asymptotic estimates

[2"| Rl (2) ~ ﬁ\/ pe(k+1)V2k+2 py"n 3, (20)

/ 1 2
~ R Lok p,;”n_%7 (21)
m(1 = pk)

where Pk = H\/ﬁ
From the above discussion, given o € RE\n, with a = 1 N B2, an upper bound for

the size of () is p’(«) = p(B1)p(B2), where p(3;) is given by Equations omitting

[2"1 L5 (2)
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the intersection case. Note that, in this case, when not considering intersections, p
counts exactly the number of letters in a standard expression. Thus, the generating
function for an upper bound for the size of () is the rational function
k223

1—2z—(7T+8k)z?

To obtain an estimate for the average size of |7 ()| relative to |als, it only remains
to compute [2"]P/(z). The roots of the denominator of P/(z) are p, and p, =
%m. It is easy to see that one has (7 + 8k)pip, = —1, and

Pi(2) = 2Li(2)? =

/ 12,3 —k223
) = TSR Ao~ G2/ )

Now,
1 B A n B
A—2/o0)( =27 1=2/oe  1-2/7

where A = =25 and B = -2+ Using all this, one easily gets
Pk =Pk Pk — P

ZPi() = =2 =5 — =5 ) -
Pk = Pk \ Py, Pk

From this one finally concludes that

LML) Rk
["R(2)  2VE+1(2k +2)%

3
nz.

Therefore, we have
(2" L} (2) N 2kpi2k + 2
/
[e"] Ry (2) \/pk(l — o)k + 1)V2k + 2

Y

and

VPi(2) | kewpiy/ 270 — o) o
1L (2) (o —pe)V2E+2 T
From this one concludes that the average size of 7(«), for o € REin of alphabetic
size m, has an upper bound of the form &,m3/2, where

Vkr (1 — 1 1
& = % — =V2m, as k — oo.
2¥pi(k+1)f B
Therefore, one has a significant improvement for the average case when compared
with the worst case.
From all that was done above, the next result follows.

Proposition 22. For large values of k and n an upper bound for the average number
3
of states of Apa(cv) for a € REin is O(|a]@).
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7. Conclusions

The conversion of a regular expression with intersection, a, to an NFA is, in the
worst-case, 222D [19, 22| 21]. This fact may lead one to believe that, although
succinct, these expressions are not useful in practical applications. Here we show
that, asymptotically, an upper bound for the average-state complexity of Apq(a) is
exponential but with a base only slightly above 1. Some experimental results, us-
ing a uniform distribution, suggest that, on average, the upper bound may not be
exponential. Considering regular expressions with only one intersection at the top
level, the state complexity of A,4(a) is quadratic in the worst-case, and asymptoti-
cally, and on average, at most O(n%) If we allow more than one intersection at the
top level, Example |Z| shows that the complexity of A,q turns out to be exponential.
The identification of other families of semi-extended regular expressions for which the
conversion to NFAs is polynomial might be of practical interest.
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