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Abstract Partial derivatives are widely used to convert regular expressions
to nondeterministic automata. For the word membership problem, it is not
strictly necessary to build an automaton. In this paper we study the size of
partial derivatives on the average case. For expressions in strong star normal
form, we show that on average and asymptotically the largest partial deriva-
tive is at most half the size of the expression. The results are obtained in
the framework of analytic combinatorics considering generating functions of
parametrised combinatorial classes defined implicitly by algebraic curves. Our
average case estimates suggest that a detailed word membership algorithm
based directly on partial derivatives should be analysed both theoretically
and experimentally.
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1 Introduction

Membership testing for a word of size n in the language represented by a reg-
ular expression of size m can be solved in O(nm) time and O(m) space by the
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construction of the Thompson nondeterministic finite automaton (NFA) [27].
Several improvements on the running time by polylogarithmic factors are
known [24,4], but recently it was shown by a conditional lower bound [3,5]
that 2(nm!~¢) time, for every e > 0, cannot be achieved assuming the strong
exponential time hypothesis (SETH)®.

Among other conversions from regular expressions to NFAs, the ones based
on partial derivatives have been widely studied (see [6]). The partial derivative
automaton, introduced by Mirkin and Antimirov [23,2,15], can be computed
in O(m?) time and space [13,20], but its number of states is smaller than
the number of states of the Thompson NFA (and of other known automaton
constructions [14,6]).

The average-case complexity of several conversions from regular expressions
to automata has also been studied using the framework of analytic combina-
torics. Let the size of an NFA be the sum of the number of states plus the
number of transitions. In particular, asymptotically and as the alphabet size
grows, the average size of the partial derivative automaton is 3Tm, where m is
the size of the regular expression [7,8]. In comparison, the asymptotic average
size of the Thompson automaton is I?Z” [9,11]. This motivates the study of the
word membership problem using partial derivatives in spite of its quadratic
worst-case complexity. In particular, it is well known that a word belongs to
the language of a regular expression if and only if the empty word belongs to
the language of one of its partial derivatives by that word. In this context,
one can decide directly word membership without the need of constructing an
automaton. Derivatives (and partial derivatives) have also been used directly
for context-free parsing [1]. Initially, the proposed algorithms were thought to
have an exponential running time, but indeed their time complexity can be
O(Gn?), where G is the size of the context-free grammar and n the size of the
word. This performance matches the best known one for parsing with combi-
natorial algorithms and is also an upper bound for parsing regular languages
with derivatives.

In this paper, we estimate upper bounds for the average size of the largest
partial derivative, as well as for the number of new operators that can be
created when partial derivatives with respect to a symbol are computed. In
addition to ordinary regular expressions, we will consider regular expressions
in strong star normal form (ssnf) which are normalised expressions for which
efficient algorithms are known and transforming a regular expression into this
normal form can be achieved in linear time [12,14,18]. Using the framework of
analytic combinatorics, the average-case complexity of several measures and
conversions from ssnf expressions to other models was studied by Broda et
al. [10]. In that study it was not feasible to have explicit formulae for the
families of generating functions indexed by the alphabet size that one need to
deal with. Thus, one need to use generating functions implicitly defined by al-
gebraic curves, and a new method had to be developed to extract the required

1 This hypothesis states that for every positive § < 1, SAT cannot be solved in time
O* (29™)—see [22].
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information for the asymptotic estimates. That was achieved by combining
the use of the existence of Puiseux expansions at singularities with Newton
polygon technique. This method allows to find, for the combinatorial classes
considered, the behaviour of the generating function without knowing before-
hand the explicit value of its singularity. In this paper we apply the same
method, but a new technique had to be used in order to obtain the adequate
polynomials of which the generating functions are roots, i.e., algebraic curves
of which the generating functions are branches.

It is interesting to note that, although expressions in ssnf are more compact
than standard ones, the asymptotic average estimates obtained by Broda et
al. [10] coincide with the ones for standard regular expressions. In particular,
the transformation of a standard regular expression into ssnf gives, for large
alphabetic sizes, an expression of essentially the same size. This is not the
case for the problem addressed in this paper. The asymptotic estimates for
ssnf expressions are significantly smaller than the ones for standard regular
expressions.

This paper is organised as follows. In the next section we review some
basics on regular expressions and partial derivatives. Then we argue that an
algorithm for the word membership problem based directly on partial deriva-
tives is feasible on the average case using the results presented in this paper.
Section 4 gives a brief overview of how we use the framework of analytic combi-
natorics for obtaining asymptotic estimates. In Section 5 we study the average
size of partial derivatives for standard regular expressions. Section 6 has the
main contributions of this work. For expressions in strong star normal form,
we obtain several average estimates. Section 7 presents some experimental
results that corroborate some of the estimates presented in the previous sec-
tion. In Section 8 we consider a compact representation for the set of partial
derivatives for expressions in strong star normal form, and study the average
number of new concatenations when computing partial derivatives. Conclu-
sions are drawn in Section 9.

2 Preliminaries

Given an alphabet X' = {01,039, ...,04} of size k > 1, the set Ry, of (standard)
reqular expressions o over X consists of () and the expressions defined by the
following context-free grammar:

a=c|loy| - |op|(a+a)|(aa)|(a), (1)

where the - is often omitted. The language associated with « is denoted by
L(a) and is defined as usual. We say that a is nullable if ¢ € L(«). For
the size of a regular expression «, denoted by |lal|, we will consider Polish
notation length, i.e., the number of symbols in a, not counting parentheses.
The alphabetic size of a, denoted by |a|s, is the number of letters in «. For a
regular expression a € Ry and a symbol o € X, the set of partial derivatives
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of a w.r.t. o is defined inductively as follows:

%W == 0,0+ a") = 0, (e) Uy (a),
Dy (0") = & il =0 {8,,(04)0/ Ud,(a), if e € L(a)
(

therwi 0, (aa/ :
) otherwise, o(aa) O, (), otherwise,

0y (a*) = 0, ()™,

(2)
where, for any S C Ry \ {0}, we define SO = 0S =0, Se = {e}S = S, and,

So/ ={ad |aeSAha#c}tU{d |IFeS}

if o' # (),e. The definition of partial derivatives can be extended in a nat-
ural way to sets of regular expressions, words, and languages. We have that
L(Oy(a)) ={w' | ww" € L(a) }, for w € X*. The set of all partial derivatives
of o w.r.t. non-null words is denoted by 8 () and satisfies the following.

Proposition 1 ([23])

ot () =0, O (a+p)=0" (@)Ut (),
0t (e) =0, 0t (aB) = 0" (a)BUIT(B), 3)
ot (o) = {e}, ot (a*) = 01 (a)a*.

N

Proposition 2 ([2], Th. 3.4) For any regular expression «, the following
inequality holds: |0 (a)| < |al .

Proposition 3 ([2], Th. 3.8) Given a regular expression «, a partial deriva-
tive of a is either € or a concatenation oy - qg - -+ - o Such that a; is a
subexpression of o and n is no greater than the number of occurrences of con-
catenations and stars in a.

Corollary 1 For 3 € 0% (a), the size ||B| is O(]|c|?).

We are interested in the maximal size of the partial derivatives of a regular
expression. Given a set of regular expressions S, let

m(S) = max{|la|| |« € S}.
Thus, we are interested in m(9%(«a)), for a € Ry.

Lemma 1 For all alphabetic sizes greater than 1 and all expressions a of size
n > 1, the mazimum value of m(0%(a)) is ("3') +n—3 = @ - 3.

Proof The maximal size is ob:cained for the family of expressions s,, with
sy = a*, s3 = a* , s4 = a* , ..., with a € X. We have ||s,| = n and
0% (sp) = {s2---sn}, for n > 1. This is maximal because only the operator x
leads to strictly large expressions (which can be proved by induction). Then,

m(0% (sn)) = |52+ sl = (n;1>+”—3=w—3.
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For instance, 0% (s4) = {a* - a*" ~a***} and m(97(s4)) = 11. 2 O

Concerning average-case estimates we recall the following results.

Proposition 4 ([25,7]) Asymptotically, and as the alphabet size grows, the

. ~ e
average size of |a|x is *5.

Proposition 5 ([7]) Asymptotically, and as the alphabet size grows, the av-

erage size of 0% () is %.

Proposition 6 ([11]) For expressions a of size n and alphabet size k, asymp-
totically the average number of concatenations is = and the number of stars

1
. 4 .
IS o sTeR’ which tends to 0 as k grows.

3 Motivation

The motivation for estimating sizes of partial derivatives (PDs), in this work,
as well as the number of PDs, in the literature, is that these parameters affect
the performance of algorithms for the word membership problem: given regular
expression « and word w, decide whether w € L(«). We are particularly inter-
ested in such algorithms working directly on the PDs of the given « (without
building the PD automaton). The general algorithmic method (shown below)
iterates through each symbol ¢ of the input word and computes the next set
of derivatives w.r.t. o from the current set whose initial value is {a}. The
decision is YES iff the final set contains a partial derivative v with e € L(7)
(i.e. if 7y is nullable).

WordMembership algorithm: given a € Ry, and word w € X*
Curr := {a}
for each symbol o of w
Next :=
for each v € Curr
Next := Next U 0,(7)

Curr := Next
for each v € Curr # Curr = Oy ()

if e € L(7) return YES  # w € L(a) iff € € U, cp, (a) £(7)
return NO

The details and exact complexity of the above algorithm depend on the choice
of data structures and require further analysis. In any case, we have that

(i) in each iteration of the inner loop, at most |a|x PDs are computed—this
follows from Proposition 2, and

2 Note that m(971(sn)) is sequence A034856 minus 2 in OEIS (https://oeis.org/
A034856).
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(ii) the algorithmic size® s(v) of each partial derivative « affects the com-

plexity of the algorithm.

Corollary 1 gives the upper bound O(|a|?) for s(v). Instead of the worst
case estimate for the largest size of a PD, we can consider average case esti-
mates. The main results of this work imply that the average value of s(7) is
O(||||*/?)—see Theorem 3—and if « is in strong star normal form then the av-
erage value of s(y) is only O(||c||)—see Theorem 4. Moreover using (Section 8)
the compact tree-like representation of the set of PDs we have that, asymptot-
ically and on average, a constant number of new nodes, depending only on | X,
are added when computing the set 9, () of a previously computed PD v—see
Theorem 5. For deciding whether ~ is nullable, one can mark each node (= a
subexpression) of the tree-like structure as nullable or not, while computing
the PDs—the nullability of each node can be computed as a function of its
subexpressions. This can be done in linear time.

4 Asymptotic Coefficients of Generating Functions Given by
Algebraic Curves

Given some measure of the objects of a combinatorial class, A, for each n € Ny,
let a, be the sum of the values of this measure for all objects of size n. Now,
let A(z) =), anz™ be the corresponding generating function (c¢f. [17]). The
generating function A(z) can be seen as a complex analytic function. When
this function has a unique dominant singularity p, the study of the behaviour
of A(z) around it gives us access to the asymptotic form of its coefficients. In
particular, if A(z) is analytic in some indented disc neighbourhood of p, then
one has the following [17, Corol. VI.1, p. 392]:

Theorem 1 The coefficients of the series expansion of the complex function

Z v
1) o A (1— ;) ,

where v € C\ Ny, A € C, have the following asymptotic approzimation:

—n

B )\niuflp

[2"]f(2) = F(——Z/) +o0 (niu*lpfn) .

Here T is, as usual, the Euler’s gamma function.

Thus, to use this, one needs to have a way to obtain the singularity, p, as well
as the constants v and A.

The combinatorial classes that we deal with give rise to generating func-
tions implicitly defined by algebraic curves. Moreover, as we are interested in
understanding how the average complexity of those classes also varies with

3 This could be ||v||. We note, however, that representing a set of PDs with the compact
method of Section 8 results into subtree sharing, so the total size of the set is less than the
sum of the sizes of its elements.
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the size of the alphabet, we were forced to understand how the singularities
depend on that size, which precludes any sort of numerical approach.

In previous works [10,21,11], a method was developed to extract the re-
quired information for the asymptotic estimates. That was achieved by com-
bining the use of the existence of Puiseux expansions at singularities, with the
Newton polygon technique. This method allows to find, for the combinatorial
classes considered, the behaviour of the generating function without knowing
beforehand the explicit value of its singularity. This provides a very useful tech-
nique that circumvents some of the more cumbersome steps of the Algebraic
Coefficient Asymptotics algorithm presented by Flajolet and Sedgewick [17,
pages 504 — 505], and reduces to a minimum the use of inexact numerical
methods.

Generically, from an unambiguous generating grammar, one obtains a set
of polynomial equations involving the generating functions for the objects
corresponding to the variables of the grammar, in particular the one whose
coefficients we want to asymptotically estimate. Computing a Grobner basis
for the ideal generated by those polynomials, one gets an algebraic equation
for that generating function w = w(z), i.e., an equation of the form

G(z,w) =0,

where G(z,w) is a polynomial in Z[z][w] of which w(z) is a root.

Since w(z) is the generating function of a combinatorial class, thus a series
with non-negative integer coefficients which is not a polynomial, it must have,
by Pringsheim’s Theorem (cf. [17], Thm IV.6), a real positive singularity, p,
smaller than or equal to 1. In the case of the generating functions dealt with
in this paper, it turns out that there is no other singularity with that norm.
At this singularity, p, two cases may occur:

Case I: lim,_,, w(z) = a, where a is a positive real number.
Case II: lim,_,, w(z) = +o0.

Analysing the form of the curve G, and using its partial derivatives, one can
find an irreducible polynomial for the singularity pg, and, in Case I, an irre-
ducible polynomial for a. In Case II, the irreducible polynomial for p is a factor
of the leading coefficient of G(z,w) when seen as a polynomial in w (cf. [19],
Th. 12.2.1). After making the change of variable s = 1 — z/p, one knows that
w = w(s) has a Puiseux series expansion at the singularity s = 0, i.e., there
exists a slit neighbourhood of that point in which w(s) has a representation as
a power series with fractional powers (cf. [19], Chap. 12). Using the irreducible
polynomial for p, and the one for a in Case I, while in Case II one changes
variables in order to replace +o0o with 0, one decides which partial derivatives
of G are non-zero, and uses that information to draw a Newton polygon that
yields the value of v needed to apply Theorem 1. To obtain the asymptotic
approximation for the coefficients of the original generating function one uses
the following result from [11].
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Theorem 2 With the notations and in the conditions above described, one
has
7bG —n, —v—1

if lim,_,, w(z) € R, (4)

ETONN
—y T i) =4, )

where p and v are as above, and bg, cg can be computed using the Newton
polygon technique, using the partial derivatives of G (see [11] for more details).

5 Average Maximal Size of Partial Derivatives for Standard
Regular Expressions

We start by considering the problem of estimating the average size of the par-
tial derivatives for standard regular expressions. Considering the grammar (1),
the generating function for Ry, Ry = Ry(z), satisfies the equation

Ry, = (k+1)z +22R} + 2Ry, (6)

To estimate the average value m(97 («)) for a regular expression « of size n, we
consider a cost function defined by induction in the structure of a. Whenever
the expression « is of the form o o o” with o € {+, -}, the cost of « should be
the maximum of the values of the operands. However, the standard symbolic
method [17] cannot be applied with the maximum function. Therefore, as an
upper bound we consider the sum of the values of the operands, as we know
that for any sets of expressions S; and Sz, m(S; U S2) < m(Sy) + m(S2).
For example, for 0% (a + o') = 07 (a) Ut ('), we have m(9*(a + o')) <
m(0% (a)) + m(0+(a’)). With this in mind and using (3), we define the cost
function ¢, for the maximal size of partial derivatives, satisfying the following

c(e) =0, c(o) =1,
cla+ ) = c(a) +c(B),
cla-p) =cla) + 1Bl +1+¢(B),
c(a”) = c(a) + [lal| + 2.
(

The generating function Cj, = Ci(2) = 3, c(a)z1®l for the cost c satisfies
the equation

Cy. Zz”"” + Z clo+ B)lethll 4 Z B)zNeBll 4 Z )zl
—kz4 2 Z Sllel Z S8l 4 Z B8l Zz\lal\ +
ZZ )+ Hﬂ” + 1)Z|\all el ZZ )+ || + 2)zM1el

=kz+42C, Ry, + 2Ry Sk + sz + 2Cy + 2Sk + 2z Ry,
= 2(k + 2Ry, + Sk + Ci + 4C, Ry, + RSy + R3),
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where

Sk = Z lallzlel = 20, Ry, = (k + 1)z + 22R? + 42Ry Sk + 2Ry, + 25k
«

Using Grobner basis on the polynomial equations for Cf, S, and Ry, one
gets that w = Cy(z) is root of
4my(2)? w? + mp(2)pa(2) w — zps(2),
where
mp(z) = 1 — 22 — (7 + 8k)22,
p2(2) = 1 —4(2+ k)z — (21 + 24k)22,
p3(2) =k +3(1 — 2k)z — (21 + 24k + 18k%)2% — (49 + 63k + 15k% + 8k>)2>.

Proceeding as explained in the previous section, we see that one is here dealing

with case (5) of Theorem 2, and computing the respective constants, one gets:
_ —1+8¥8k

Pk = s the positive root of my(2); v = 1; and c¢, = %}ﬁ. The
value for the asymptotic behaviour of the coefficients of Cy(z) is then:
n 1 _ 24+V2+2k _,
[2"Ck(2) ~ o = (7)

n — oo Cck 16

which gives the total accumulative size of all upper bounds for the largest
partial derivative for each of the regular expressions of size n.
Recalling that [8,11]

n \/272:01C 7% —n
[2"|Ri(2) nr:’mWn Pr s (8)

one now gets

Theorem 3 The average ratio of an upper bound for the maximum size of
partial derivatives of an expression of size n over its original size is given by

710G VITRVE VR o)
Nz Re(2) w Y V2HAVI TR ke 4

This means that the largest partial derivative of a regular expression is,
on average and asymptotically, a constant times the square root of the size
of the expression. Although we can conclude that asymptotically on average
m(d*(a)) is O(||a]|?), instead of the worst-case O(||a||?), it is not linear as
one may except. Note that this can be due to our cautious upper bound. In
fact if, whenever we have a union in the right-hand size of (3) we consider only
one of the terms when computing ¢ above then a linear estimate is obtained.
However, these computations do not ensure that we obtain an estimate for the
maximal value.




10 Stavros Konstantinidis et al.

6 Strong Star Normal Form and Partial Derivatives

A regular expression « is in strong star normal form (ssnf) if for any subexpres-
sion of the form B* or f+e¢, 3 is not nullable. Introducing the operator option *
with £(8”) = L(B)U{e}, one can define the set Sy, of regular expressions in ssnf
over some alphabet X' = {o1,...,0x} by the following context-free grammar:

a:=cll]|Be| B,
ﬁatzﬁe'ﬁe|ﬁa+ﬁ§|ﬁ§+ﬁe|ﬁa+ﬁe‘Bg ﬁ; (10)
Bei=o01 || on | BeBe | Bebe | BBz | Bz + e,
where (. are regular expressions nullable, while for 8z, ¢ ¢ L(fz). In the
remaining of the paper we will use 8 to denote either of these expressions.

For a regular expression 5 € S and a symbol o € Y, the set of partial
derivatives of f w.r.t. o is defined inductively as in (2), except for the following

T 0B = a(1)8U00), 0 =0y
0,(528) = 0, (B2)5, 0,(52) = 0, (30)

And, the set of all partial derivatives of 3 € Sy w.r.t. non-null words 97 (f3)
satisfies the following.

Proposition 7

ot (0) = 0% (e) =0, ot (B+ ) =0T (B)UdT(B),
(o) = {e}, 0T (pp) =0t (B VOT(F),  (12)
ot (Bz) = 0% (B=) 2, 9t (B2) = 0% (Be).
Proof The proof follows from the one of Proposition 3. O

Proposition 8 If 8 € Sy then for allo € X, 9,(8) C Si. Moreover, we have
ot (B) C Sk.

Proof The proof follows by induction on the structure of the expressions and
on the size of the words. O

The following example shows that for ssnf expressions 8 the (maximal) size
of partial derivatives can also be O(||3||?).

*_4-a), for n > 1 over the unary al-
phabet {a}. For instance, we have r3 = ((a*a)*a)*a. These expressions belong
to &1 and the size of r, is 3n + 1, for n > 0. For n > 1, the largest partial
derivative of 0,(ry) = {r;---rn | i € [1,n]} U{e} is r1ra - - - 1, whose size is

Ezample 1 Consider g = a and r,, = (r}

- 3n% 4+ Tn — 2
n—1+2(3i+1):n++:(9(n2).
=1

For instance, 0,(r3) = {rirars, rars, r3, €}. Because 0% (r,) = 04(r,) the
largest partial derivative has also size ©(n?). O
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6.1 Average Ratio of 5. and Bz

The generating functions for 3. and (= regular expressions, By = By(z) and
By, = Bj(z), satisty respectively,

By, = 22B} + 22By B}, + 22By, (13)
By = kz + 2:B,By, + 2:B... (14)

We start by estimating the ratio of expressions (¢ over all expressions in Sy,
for large k. As done in [10], one sees that By, and Bj, have the same singularity,
namely the only root, 7, of the polynomial

(e) =2+ o i 277 4(2/-c1+ o7y ° l<;(2k;1+ 27)’ (15)
in the interval |0, 1] and one then gets that
BB ~ penmn
n e 2T
B~ e
where bp, and bg, satisfy
bs, o~ VB and b, o~ VEk. (16)

We note that it follows from this that

Proposition 9 The ratio of the total number of expressions B. of size n to
the total number of expressions in Sy of the same size is given by

[Zn]Bk 8

[27|Bi + [2"] B x> V E

We can conclude that as the alphabet size grows, the occurrence of expressions
0. tends to zero. This result can suggest that for large alphabets one can study
the average complexity considering only expressions fz.
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6.2 Average Maximal Size of Partial Derivatives for S

From equations (2) and (11), the size of the largest partial derivative is bounded
by the function s satisfying:

s(o) =1,
s(82) = s(82) + 13 +2.
s(Bz) = s(f=),
5(Be + B=) = s( E"'ﬁE) = 5(35) +s( 5)7
(8= + Bz) = 2s(Be), (17)
S(BE + /85) = 25(/68)7
8(6656) = 25(ﬁs) + ”ﬁe“ +1,
s(B=Bz) = s(B=) + || Bl + 1,
s(BzB:) = s(Bz) + || Bell + 1,
8(6665) = S( a) + HBEH +1+ 8(55)

Note again that this is a cautious upper bound, since we use as an upper
bound for the maximum size of elements of the union of two sets, the sum
of the maximum size of each set. Let Ey = Eg(z) and N = Ng(z) be the
cost generating functions, for the measure s, associated with the expressions
B and f=, respectively, and

Iy, = E + Ny,

be the generating function for our upper bound for the sum of the sizes of the
largest partial derivative of each regular expression in ssnf of a given size. To
show how to obtain equations characterising these functions, one proceeds as

follows. Let
E), = Z s(ﬁe)z”ﬁf”.
BE

Using the grammar (10) and equations (17), one obtains

B,B’'€Be
=z Z (s(B) + s(8)) NI 4 5 Z 18|21+
B,B"€B: B,B'€Be
+2z Z LABIHIB .
B,B'€Be
— 2 Z s(8)21°1 Z A8 4 Z Pl Z s(B) P14
BEBe B'€Be BEBe B'€Be
2 Z LBl Z 18112121 + = Z S8l Z LB
BEBe B'€Be BEBe B'€Be

Noting that > g5 11812121 = 2. (By), one obtains:

E, = 2zE, By, + 2By, 20, (Bk) + ZBI% R
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Doing all the computations, one eventually gets:
Ei = 2z (ExBy, + 2Ey By, + N, By + Ni,) + (18)
z (Dx By + Bj + Dy, + 2By,)
Ny ==z (k+2Nk.(Bk. + By) + DBy, + Dy(By, + By) +§i> (19)
+2 (2B By + ExBi) ,

where
Dk = Zaz(Bk)
= 2z (B} + ByBy, + By + 2ByDy, + DBy, + Bi,D, + D), (20)
5k = Z@Z(Fk)
=kz+ 2z (Bkgk + Ei + kak + Bkﬁk + QEkEk) . (21)

All the symbolic manipulators that we tried were unable to compute, from
these equations, the algebraic curves containing Ej and Nj as branches that
we need in order to apply the method described in [11]. We have, however,
found a workaround to obtain those curves, which we now describe. Using
Grobner basis for (13) and (14), one gets

2 __.
By, = % Bi, (22)
0 = 22By By, + kzBy, — By, + kz, (23)

and from these, one sees that By, is a root of the polynomial
f(X) = 42X + 2k2X? — kX + k*2.

The equations for Dy, Dy, Ej and N, allow us to write these functions as
rational functions of Bj. To do that one can proceed as follows. Solve (18) for
Ni, and do the same for (19). Equating these, one gets an expression that,
when solved for Ej, yields Ej, as a rational function in terms of By, By, Dy,
and Dy. Using then (20) and (21), which when solved for D), and Dy, yields
these two generating functions in terms of Bj and Bj, one obtains Ej,, then
N}, and hence Fy, as a rational function of By, and By, and finally (22) allow
us to get Fj, as a rational function in By, Fj = %’:

Now, one computes the inverse, Vj, of Vj module the polynomial f(X).
Reducing U Vi, again module f(X), one obtains F}, as a polynomial in Bj,.
Let g(X) be that polynomial, i.e. Fj(z) = g(B(z)). By reducing it modulo
f(X), one can get a polynomial g(X) of degree at most 3. Finally, working
on the extension Q(k, z)(y), with v = B}, which essentially means working
modulo f(X), and putting u = g(By), one obtains a;; € Q(k, z) such that

W= a1+ a2y + a1y,
py = asi + as2y + aszn?,
puy? = asy + asey + azzy’.
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A polynomial equation of degree at most 3, with coefficients in Q(k, z), can
now be obtained for By from the fact that the following determinant is null:

H—a11 —a12 —ais
—ag1 p—ag —azz | =0.
—a31 —as2 (@ — ass

Clearing denominators, this yields a polynomial in Q(k, z)[w] that has w =
F(z) as a root. This polynomial is too large to be explicitly given here, having
the form

162 £, (2) p5(2) po(2) w* + 42 4 (2) pragz) w” — pr6(2) w + kz p1s(2),

where £j(z) is the polynomial given in (15), and p;(z) is an irreducible poly-
nomial in Q(k)[z] of degree i. The singularity of F(z) is again 7y, the only
positive root of the polynomial £(z) in the interval ]0, 1].

Proceeding as explained in [11], we see that one is here dealing with case
(5) of Theorem 2, and computing the respective constants p, v, and ¢, one gets
the following value for the asymptotic behaviour of the coefficients of Fj(z):

1 1
2" Fy(z —n, "n"2, 24
U)o (24)
where cp, is a function of k with an expression too cumbersome to write here,

but that satisfies 4

e N = 25

c

From this one now gets

Theorem 4 The average ratio of an upper bound for the maximum size of
partial derivatives of an expression in Sy of size n over its original size is
given by

(2" Fp(2) 2 1
n[z")(Bi(2) + Br(2)) » e cp.(bB, +b5,) 1w 2 (26)

This means that the largest partial derivative of an ssnf regular expression
is, on average and asymptotically as the alphabet grows, half the size of the
expression.

7 Experimental Results

We ran some experiments, using the FAdo package [26], to obtain average max-
imal sizes of partial derivatives. We consider both standard expressions («) and
strong star normal form expressions (ssnf). Table 1 summarises some of the re-
sults. For the results to be statistically significant, regular expressions were uni-
formly random generated using a version of the grammars for Ry, and Sy in re-
verse polish notation. For each expression size n € {100, 200, 300, 500, 1000, 2000},
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Fig. 1 Compact tree-like representation of the set of partial derivatives of 8 w.r.t. one
symbol, o.

9 ?
I le
o B= | Be
la la ¢ la
f=0 B=pr e 6= g .

B=pB1+ B

B=pB:-5

and alphabet size k € {1,2,10,50}, samples of 10000 expressions were gener-
ated (of each kind). This is sufficient to ensure a 95% confidence level within
a 1% error margin [16, p. 75]. For each expression, the maximal size of its
partial derivatives was computed. For each size n, alphabet size k£ and kind
of expression we give the average value (first row) and the maximum value
(second row) of the maximal size of partial derivatives. It is clear that the
average sizes for expressions in Sy are significantly smaller than in Ry, and
the sizes decrease as the alphabet size grows. These results corroborate the
analytic combinatorial analysis undertaken in the previous sections.

8 Tree-like Representation for S

In this section, we consider regular expressions in S and we give a compact
tree-like representation for their set of partial derivatives w.r.t. a word. We
consider each regular expression as a tree such that binary operators (- and
+, which is represented as @) have a left (¢) and a right () child, and the
unary operators (x and ?) only one child (¢). Let @ be an operator (node) that
represents a set and has an arbitrary number of children (¢). For simplicity,
suppose that the alphabet is unary, i.e., & = 1. Figure 1 shows the tree-like
structures that represent the set of partial derivatives w.r.t. a symbol, d, (),
for each type of expression 8 € Si. For each edge labeled by 9, its source node
is an expression 8’ and its target the root of d,(5’). Nodes labeled by e are
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Fig. 2 Rewriting rules to build a set of partial derivatives.

(S

e N N

2] S
SN L s :
NN A\

N N

(3 [e7 V « 3 — «

the root nodes of the corresponding subexpression. Note that we can also use
sharing of equal subexpressions (at least for the leaf nodes).

Moreover we need the rewriting rules presented in Figure 2 to deal with
the union of two sets, the concatenation of an expression with a set, and the
concatenation of an expression with the empty word. Subexpression sharing
should also be used. The following examples illustrate the use of this repre-
sentation.

Ezample 2 Consider the regular expression a*. In the below picture, the arrow
N points to the partial derivative minus the rewriting rule Re, i.e., 0,(a*) =

0,(a) ® a* Then, the arrow EiN points to the final result after applying the

rewriting rule Re, i.e., 9,(a*) = a*.

*
! :
a

Ezample 8 Consider the regular expression (a* 4+ aa)a. In the below picture,

the arrow =2 points to its partial derivative having applied the rewriting
rule Re but not rule RC. Using the notations of the tree-like structure and
simplifying the partial derivative of subexpressions, that tree corresponds to
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the following computation

O((a*+a®a)®a)=

@ '
Y ooe T,
+ c
AN ey
7o

K/G\r H %
e/+\r ¢ = el ,
J N e ak»
a R
g g

Then, below, the arrow 2L points to the result of applying the rewriting
rule RC, i.e.,

We do not show the result of applying the rewriting rule RU. The result
obtains if we replace each of the two branches ® 2, & — @ — © with

® i> ® - ®, that is, remove the second @ and connect the first @ directly
to the second ® with label c. O
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Considering this tree-like representation, we see that when computing 9, (53),
for 0 € X, the new nodes created are either nodes @ or ®. The number of
@ nodes corresponds to different partial derivatives whose number is bounded
by the alphabetic size |5|x in the worst case; and the number of ® nodes cor-
responds to concatenations whose number is bounded as indicated in Propo-
sition 3. In the next section, however, we will give an average estimate of
an upper bound for the number of new concatenations when computing the
partial derivatives w.r.t. a symbol.

8.1 Average Number of New Concatenations in Partial Derivatives w.r.t. a
Symbol

In this section we estimate the average number of new concatenations when
computing 9,(8) for o € X and § € Sg. Using (11), let u be the cost function
of the number of partial derivatives w.r.t. any symbol of X' and g the number
of concatenations in all computed partial derivatives. We have the following

for 5 € S:

g(E) =0, u(g) =0,
g<0) =0, U(O') =1,
g(B+pB")=g(B)+g9(B), u(B+ B') = u(B) +u(B),
9(B=8) = g(B=) + u(B), u(Bz8) = u(fBe),
9(B:8) = g(Be) +u(B:) + 9(B), u(Bef) = u(Be) + u(B),
9(B2) = g(B=) + u(Be), u(Bz) = u(Bz),
9(553) = 9(Bs), U(ﬂ;) = u(fe).

And, for convenience, the special cases for expressions Sz:

g(o) =0, u(o) =1,
9(B=+ B%) = g(B=) + 9(B2), u(Bz + Bz) = u(Bs) + u(Be),
9(B=pB) = g(Be) +u(B), u(f=8) = u(Be),
9(BeB=) = g(Be) +u(Be) + g(B=), u(Befz) = u(Be) + u(fe).

Note that for g we take in consideration the fact that whenever we have a
concatenation of a set S of expressions with an expression 3, we concatenate
[ with all elements of S. For instance if 9,(8z) = {01, ..., B2} we have

95(Bz)B=A{B1-B,...,B2- B}.

Let Uy = Ug(z) and Uy = Uk(z) be the cost generating functions for the
measure u, associated with the expressions 5 and Sz, respectively. Analogously,
let G = Gr(z) and Gi(z) = Gi(z) be the cost generating functions for the
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measure g. Setting T, = By + By, one has

Up = kz + 22U Ty, + 2U Ty + 2(Uy, — Ug) T + 2Ux B + 22Uy,

U = kz + 2UpTy + 2(Uy — Uy) By, + 2Up By, + 22U, By,

Gy = 22G. T, + Z@ka + ZUka + Z(Gk — ék)Tk + 2:(U}.C — Uk)Tk
+2G By, 422Gy, + 2Uy,

Gy = 2G. Ty, + 2zUp By + 22Gy By, + 2(Gy, — Gy) By, + 2(Uy, — Uy) By
+2GBy.

Using the technique expounded in the Section 4, one obtains the following
polynomial in Q(k, z)[w], of which w = G(2) is a root:

sz(z)2 w3 + kzps(z) w? + kp7(z) w + k%2%ps(2),

where £ (z) is, once more, the polynomial given in (15).

Proceeding as above, using [11], see that we are dealing with case (4) of
Theorem 2, and computing the respective constants, p, v, b, one gets the
following value for the asymptotic behaviour of the coefficients of Gj(z):

n by —n 2
[z ]Gk(z)n’?w 2\/%77;@ n-z, (27)

where b, is a function of k with an expression too cumbersome to write here,
but that satisfies

bo, ~ 14VE. (28)

k — oo

From this one now gets

Theorem 5 The average number of an upper bound of new concatenations
on all the partial derivatives by a single symbol of a reqular expression in Sy
s given by
[2"]Gk(2) ba,
= ~ 14 (29)
[27])(Bi(2) + Bi(2)) » o bB, + 05, k-

Doing the same analysis for U, one gets an upper bound of the average
number of partial derivatives of a regular expression in ssnf w.r.t. to all sym-
bols, and we concluded that this number is, asymptotically, 6. This is exactly
the same value that is known for standard regular expressions [7,25] and was
already calculated in [10, p. 16].

9 Conclusions

We study the average size of partial derivatives. For regular expressions in
strong star normal form, asymptotically and on average, the maximal size
of partial derivatives of an expression is at most half the size of the expres-
sion. To obtain this result, a new technique had to be used in order to obtain
the adequate algebraic curves of which the generating functions are branches.
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This method can be useful in other situations. It was also used to show that,
asymptotically and on average, the number of new concatenations on all par-
tial derivatives w.r.t. a symbol is a function on the alphabet size and tends
asymptotically to 14 (Theorem 5). The results in the paper indicate that, at
least on average, a word membership algorithm based solely on partial deriva-
tives could be of practical value. A detailed description of the algorithm as
well as its theoretical analysis and practical performance have to be done in
future work. A similar study for 2D-RE regular expressions following [21] is
also planned for future research.

References

1. Adams, M.D., Hollenbeck, C., Might, M.: On the complexity and performance of parsing
with derivatives. In: C. Krintz, E. Berger (eds.) Proc. 37th ACM SIGPLAN PLDI, pp.
224-236. ACM (2016). DOI 10.1145/2908080.2908128

2. Antimirov, V.M.: Partial derivatives of regular expressions and finite automaton con-
structions. Theoret. Comput. Sci. 155(2), 291-319 (1996)

3. Backurs, A., Indyk, P.: Which regular expression patterns are hard to match? In:
I. Dinur (ed.) Proc. 57th FOCS, pp. 457-466. IEEE Computer Society (2016). DOI
10.1109/FOCS.2016.56

4. Bille, P., Thorup, M.: Faster regular expression matching. In: S. Albers, A. Marchetti-
Spaccamela, Y. Matias, S.E. Nikoletseas, W. Thomas (eds.) Proc. 36th ICALP, Part I,
LNCS, vol. 5555, pp. 171-182. Springer (2009). DOI 10.1007/978-3-642-02927-1\_16

5. Bringmann, K., Grgnlund, A., Larsen, K.G.: A dichotomy for regular expression mem-
bership testing. In: C. Umans (ed.) Proc. 58th FOCS, pp. 307-318. IEEE Computer
Society (2017). DOI 10.1109/FOCS.2017.36

6. Broda, S., Holzer, M., Maia, E., Moreira, N., Reis, R.: Mesh of automata. Information
and Computation 265, 94-111 (2019). DOI 10.1016/j.ic.2019.01.003

7. Broda, S., Machiavelo, A., Moreira, N., Reis, R.: On the average state complexity of
partial derivative automata: an analytic combinatorics approach. Int. J. Found. Comput.
Sci. 22(7), 1593-1606 (2011). DOI 10.1142/S0129054111008908

8. Broda, S., Machiavelo, A., Moreira, N., Reis, R.: On the average size of Glushkov and
partial derivative automata. Int. J. Found. Comput. Sci. 23(5), 969-984 (2012). DOI
10.1142/S0129054112400400

9. Broda, S., Machiavelo, A., Moreira, N., Reis, R.: A hitchhiker’s guide to descriptional
complexity through analytic combinatorics. Theoret. Comput. Sci. 528, 85-100 (2014)

10. Broda, S., Machiavelo, A., Moreira, N., Reis, R.: On average behaviour of regular ex-
pressions in strong star normal form. Int. J. Found. Comput. Sci. 30(6-7), 899-920
(2019). DOI 10.1142/50129054119400227

11. Broda, S., Machiavelo, A., Moreira, N., Reis, R.: Analytic combinatorics and descrip-
tional complexity of regular languages on average. ACM SIGACT News 51(1), 38-56
(2020). DOT 10.1145/3388392.3388400. SIGACT News Complexity Theory Column 104

12. Briiggemann-Klein, A.: Regular expressions into finite automata. Theoret. Comput.
Sci. 48, 197-213 (1993)

13. Champarnaud, J., Ziadi, D.: From c-continuations to new quadratic algorithms for au-
tomaton synthesis. Intern. Journ. of Alg. and Comp. 11(6), 707-736 (2001). DOI
10.1142/S0218196701000772

14. Champarnaud, J.M., Ouardi, F., Ziadi, D.: Normalized expressions and finite au-
tomata. Intern. Journ. of Alg. and Comp. 17(1), 141-154 (2007). DOI 10.1142/
S021819670700355X

15. Champarnaud, J.M., Ziadi, D.: From Mirkin’s prebases to Antimirov’s word partial
derivatives. Fundam. Inform. 45(3), 195-205 (2001)

16. Cochran, W.G.: Sampling Techniques, third edn. John Wiley and Sons (1977)

17. Flajolet, P., R.Sedgewick: Analytic Combinatorics. CUP (2008)



On the Size of Partial Derivatives 21

18.

19.
20.

21.

22.

23.

24.

25.

26.

27.

Gulan, S.: On the relative descriptional complexity of regular expressions and finite
automata. Ph.D. thesis, Universitdt Trier (2011)

Hille, E.: Analytic Function Theory, vol. 2. Blaisdell Publishing Company (1962)
Khorsi, A., Ouardi, F., Ziadi, D.: Fast equation automaton computation. J. Discrete
Algorithms 6(3), 433-448 (2008). DOI 10.1016/].jda.2007.10.003

Konstantinidis, S., Machiavelo, A., Moreira, N., Reis, R.: On the average state complex-
ity of partial derivative transducers. In: A. Chatzigeorgiou, R. Dondi, H. Herodotou,
C.A. Kapoutsis, Y. Manolopoulos, G.A. Papadopoulos, F. Sikora (eds.) Proc. SOFSEM
2020, LNCS, vol. 12011, pp. 174-186. Springer (2020). DOI 10.1007/978-3-030-38919-2\
_15

Lokshtanov, D., Marx, D., Saurabh, S.: Lower bounds based on the exponential time
hypothesis. Bull. EATCS 105, 41-72 (2011)

Mirkin, B.G.: An algorithm for constructing a base in a language of regular expressions.
Eng. Cybernetics 5, 51—57 (1966)

Myers, E-W.: A four russians algorithm for regular expression pattern matching. J.
ACM 39(2), 430-448 (1992). DOI 10.1145,/128749.128755

Nicaud, C.: On the average size of Glushkov’s automata. In: A. Dediu, A.M. Ionescu,
C.M. Vide (eds.) Proc. 3rd LATA, LNCS, vol. 5457, pp. 626-637. Springer (2009)
Project FAdo: tools for formal languages manipulation. http://fado.dcc.fc.up.pt
(Access date:1.1.2021)

Thompson, K.: Regular expression search algorithm. CACM 11(6), 410-422 (1968)



22 Stavros Konstantinidis et al.

Table 1 Average maximal sizes of partial derivatives.

k n max [0(a)|  max |O(ssnf)| maxllj(o‘)‘ max‘li(fs‘s"f)‘
200 26{:)6064 1322948 3.33 1.62
1 300 éigg 2524829 3.95 1.81
1000 262773596 gigg 6.74 2.68
wo W mn e
100 1201180 }138 2.18 1.30
200 2527;3 1320970 2.87 1.54
c M m sw o an
500 323:1; 3968452 4.18 1.97
1000 159';2% gigg 5.72 2.49
N
100 é?; iég 1.52 1.15
200 1387073 322 1.89 1.33
10 300 263068 1484701 2.12 1.47
500 ég;? 3872910 2.54 1.64
PO
2000 389956523 250020028 4.48 2.5
500 2850624 3657374 1.60 1.35
R
2000 4931 3755 2.47 1.88
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