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The difference set 𝛥𝒔,𝒕 of two (nondeterministic, in general) transducers 𝒔, 𝒕 is the set of all input 
words for which the output sets of the two transducers are not equal. When the two transducers 
realize homomorphisms, their difference set is the complement of the well known equality set of 
the two homomorphisms. However, we show that transducer difference sets result in Chomsky-
like classes of languages that are different than the classes resulting from equality sets. We also 
consider the following word problem: given transducers 𝒔, 𝒕 and input 𝑤, tell whether the output 
sets 𝒔(𝑤) and 𝒕(𝑤) are different. In general the problem is 𝐏𝐒𝐏𝐀𝐂𝐄-complete, but it becomes 
𝐍𝐏-complete when at least one of the given transducers has finite outputs. We also provide a 
PRAX (polynomial randomized approximation) algorithm for the word problem as well as for 
the NFA (in)equivalence problem. Our presentation of PRAX algorithms improves the original 
presentation.

1. Introduction

We are interested in the difference set 𝛥𝑆,𝑇 between two transductions 𝑆 and 𝑇 that have the same domain:

𝛥𝑆,𝑇 = {𝑤 ∈ 𝖽𝗈𝗆𝑆 ∣ 𝑆(𝑤) ≠ 𝑇 (𝑤)};

that is, the set of input words for which the outputs of the two transducers are different. We also write 𝛥𝒔,𝒕, for 𝛥𝑆,𝑇 when 𝒔, 𝒕 are 
transducers realizing 𝑆, 𝑇 :

𝛥𝒔,𝒕 = {𝑤 ∈ 𝖽𝗈𝗆𝒔 ∣ 𝒔(𝑤) ≠ 𝒕(𝑤)}.

The theme of this research is analogous to that of [1], in which the authors study the language that distinguishes two states of a 
deterministic finite automaton, or more generally the distinguishability language of a given language 𝐿: the set of words 𝑤 such that 
𝑥𝑤 ∈𝐿 and 𝑦𝑤 ∉𝐿 for some words 𝑥, 𝑦. The research in [1] is inspired by older studies on word experiments that distinguish certain 
aspects of automata states [2]. Although the concepts are similar, the languages obtained in [1] are totally different than the difference 
languages obtained here. Here we consider the language that distinguishes the behavior of two transducers. It is not difficult to see 
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that this is equivalent to distinguishing the behavior of two states of one transducer. Here moreover, we deal with transducers that are 
nondeterministic in general. When we consider the complementary notion of the equality set of two transductions (or transducers)

𝑆,𝑇 = {𝑤 ∈ 𝖽𝗈𝗆𝑆 ∣ 𝑆(𝑤) = 𝑇 (𝑤)}, 𝒔,𝒕 = {𝑤 ∈ 𝖽𝗈𝗆𝒔 ∣ 𝒔(𝑤) = 𝒕(𝑤)},

then we have a generalization of the classic notion of the equality set of two homomorphisms [3,4], as well as the equality set of two 
deterministic generalized sequential machines or functional transducers1 [5–7]. We note that any homomorphism ℎ ∶ Σ⋆ → Γ⋆ is 
total on Σ⋆, that is, the domain of ℎ is Σ⋆. Some authors exclude the empty word from the equality set 𝑔,ℎ of two homomorphisms 
ℎ, 𝑔, as 𝑔,ℎ is directly connected to the Post correspondence problem. Here, however, we do allow the empty word to be in 𝑔,ℎ
(which is also the approach taken in [3,5]).

Our generalization from deterministic automata, or functional transductions, to transductions comes with a high price: Membership 
to the difference (or equality) set of two given transducers 𝒔, 𝒕 can be a hard problem; so we are interested in various ways to get as much 
information as possible about the difference set in question, considering also cases where the transducers involved are of a certain type. In 
particular, we consider the following questions.

(In all questions, the transductions/transducers involved in a difference set are supposed to have the same domain.)

Deciding the word problem 𝛥: Given two transducers 𝒔, 𝒕 and a word 𝑤, decide whether 𝒔(𝑤) ≠ 𝒕(𝑤), that is, 𝑤 ∈ 𝛥𝒔,𝒕. As stated, 
this is the unrestricted word problem. We are also interested in restricted versions of the word problem when we have as a 
promise that the two given transducers are of certain types. For example, the word problem for length-preserving transducers
is to decide whether 𝒔(𝑤) ≠ 𝒕(𝑤) when we know that for both 𝒔, 𝒕, the length of any output word is equal to the length 
of the word that was used as input. About the word problem, we want to know how hard (or simple) it is: is it decidable 
in linear time, is it in the class 𝐍𝐏, is it in the class 𝐏𝐒𝐏𝐀𝐂𝐄? The answer depends on the restrictions on the transducers 
involved.

Chomsky-like type of the languages 𝛥𝑆,𝑇 : For any fixed, but arbitrary, transductions 𝑆, 𝑇 , we want to know the type of the 
language 𝛥𝑆,𝑇 : is it regular, is it context-free and non-regular, is it non-context-free? The answer depends on the two 
transductions involved. And if 𝛥𝑆,𝑇 is a subset of some class , for all transductions 𝑆, 𝑇 of certain types (e.g., when 𝑆, 𝑇
are functional), is every language 𝐿 ∈  equal to the difference set 𝛥𝑆,𝑇 of two transductions 𝑆, 𝑇 of the said types?

When studying the languages 𝛥𝑆,𝑇 , we consider various restrictions on the two transductions 𝑆, 𝑇 . We have the following cases—see 
next section for definitions:

• Both 𝑆, 𝑇 are any transductions (the unrestricted case).
• 𝑆 has finite outputs and 𝑇 is any transduction.
• 𝑆 is functional and 𝑇 is any transduction.
• Both 𝑆, 𝑇 are finite valued.
• Both 𝑆, 𝑇 are functional.
• Both 𝑆, 𝑇 are homomorphisms.
• Both 𝑆, 𝑇 are recognizable.

Each of the above restrictions corresponds to a class of languages 𝛥𝑆,𝑇 . For example, the class 𝛥(𝖥𝖴𝖭𝖢, 𝖳𝖱) consists of all languages 
𝛥𝑆,𝑇 where 𝑆 is functional. Theorem 4 and Fig. 3 present a hierarchy involving these language classes and some related standard 
language classes (context-sensitive, one counter, regular, etc). Some class inclusions are shown to be proper, but for most inclusions 
the question of whether they are proper is not solved. In the case of proper inclusions, we use arguments similar to those used in [5]. 
It seems that new ideas are needed for the rest of the inclusions.

We also consider analogous restrictions of the word problem, by considering instances (𝒔, 𝒕, 𝑤) in which the transducers involved 
are of certain types. In the unrestricted case, the problem is 𝐏𝐒𝐏𝐀𝐂𝐄-complete (Theorem 1.1). When the first transducer has finite 
outputs the problem is 𝐍𝐏-complete (Theorem 1.2), and remains that hard even when the two transducers involved are finite valued 
(Remark 2). On the other hand, if at least one of the transducers is functional, the problem is in the class 𝐏 (Theorem 1.3). As far as 
we know, our word problem is not considered in previous research.

Remark 1. The difference set of any two functional transductions is a one-counter language [7], while their equality set is a context-
sensitive language—this follows from the result of [6] that the fixed point language {𝑤 ∈ 𝖽𝗈𝗆𝑆 ∶𝑤 ∈ 𝑆(𝑤)} of any transduction 𝑆
is context-sensitive and the observation that the equality set of any two functional transductions 𝐹 , 𝐺 is equal to the fixed point of 
the transduction 𝐺−1◦𝐹 . We also note that there are functional transductions 𝐹 , 𝐺 whose equality set is not context-free [7].

Structure of the paper and main results. The next section contains basic terminology and notation. Section 3 shows a few 
examples of difference sets and shows that the word problem can be hard for certain types of transducers and polynomial for others 
(Theorem 1). Section 4 shows that there is a PRAX algorithm for the word problem (Theorem 2), as well as for the problem of NFA 
2
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(in)equivalence. Our presentation of PRAX algorithms improves the original presentation in [8]. Section 5 shows that the difference 
set of two recognizable transductions is always regular and can be effectively constructed (Theorem 3). Section 6 shows a Chomsky-
like hierarchy of classes of difference sets related to each other or to known ones (like the context-sensitive languages) (Theorem 4). 
Finally Section 7 contains a few concluding remarks.

2. Basic terms and background

We assume the reader to be familiar with basics of formal languages, see e.g., [9–12]. Some notation: 𝜺 denotes the empty word; 
Σ, Γ denote arbitrary alphabets; 𝐿̄ denotes the complement of the language 𝐿. We also assume the reader to be familiar with basics 
of transductions and transducers, see e.g., [13–15]. A (finite-state) transducer is a 6-tuple 𝒕 = (𝑄, Σ, Γ, 𝐸, 𝑠, 𝐹 ) such that 𝑄 is the set 
of states, 𝑠 ∈𝑄 is the start (initial) state, 𝐹 ⊆ 𝑄 is the set of final states, Σ, Γ are the input and output alphabets, respectively, and 
𝐸 is the finite set of transitions (edges). Without mention, we assume that all transducers are in standard form: in each transition 
(𝑝, 𝑥∕𝑦, 𝑞) ∈ 𝐸, we have that the input label 𝑥 is either the empty word or a single symbol, and the same for the output label 𝑦. The 
set of outputs of 𝒕 on input 𝑤 is denoted by 𝒕(𝑤). The relation (𝒕) realized by 𝒕 is the set {(𝑤, 𝑧) ∶ 𝑧 ∈ 𝒕(𝑤)}. A transduction 𝑇 is any 
relation realized by a transducer. We write 𝑇 (𝑤) to denote the set of outputs of 𝑇 on input 𝑤; hence, 𝑇 (𝑤) = 𝒕(𝑤) when 𝑇 =(𝒕).
Some classes of transductions:

• 𝖥𝖨𝖭𝖮𝖴𝖳: transductions 𝑇 having finite outputs: the set 𝑇 (𝑤) is finite for all inputs 𝑤.
• 𝖥𝖨𝖭𝖵𝖠𝖫: finite valued transductions 𝑇 : there is 𝑘 ∈ ℕ0 such that the set 𝑇 (𝑤) has at most 𝑘 elements for all inputs 𝑤.
• 𝖥𝖴𝖭𝖢: functional transductions 𝑇 : the set 𝑇 (𝑤) has at most one element for all inputs 𝑤.
• We have that 𝖥𝖴𝖭𝖢 ⊊ 𝖥𝖨𝖭𝖵𝖠𝖫 ⊊ 𝖥𝖨𝖭𝖮𝖴𝖳.

We use the same terms for transducer types as for transduction classes; e.g., a transducer 𝒕 has finite outputs if the transduction (𝒕)
has finite outputs. We note that the term “𝑇 has finite outputs” is not standard. It is referred to as “𝑇 is simply finitely ambiguous” in 
[16] and “𝑇 is finitely ambiguous” in [17]. On the other hand, it is rather standard to use the term “ambiguous” in connection with 
the different paths followed by a transducer on a given input word 𝑤, as opposed to the different outputs produced on 𝑤 [18].

Many “natural” (types of) transducers have finite outputs: any transducer for the set of prefixes (or suffixes) of a given input 
word; for all 𝑑 ∈ ℕ, any transducer 𝒕𝑑 realizing the up-to-𝑑 Hamming, or Levenshtein, distance (𝑧 ∈ 𝒕𝑑 (𝑤) iff the distance of 𝑤, 𝑧 is 
≤ 𝑑); any transducer realizing the strict radix order; any length-preserving transducer; any exponentially ambiguous transducer = a 
transducer whose input part (the NFA made if we drop the output labels of the transducer) has 𝑂(2poly|𝑤|) paths for each input word 
𝑤. Observe that any exponentially ambiguous transducer has finite outputs. (See, e.g., [19,20] for NFA ambiguity.)

A nondeterministic finite automaton (NFA), is a 5-tuple 𝒏 = (𝑄, Σ, 𝐸, 𝑠, 𝐹 ), where the components are as in the case of a transducer, 
except that a transition of 𝒏 is a tuple (𝑝, 𝑥, 𝑞); that is, it has only an input label 𝑥 ∈ Σ ∪ {𝜺}. As usual, (𝒏) is the language accepted 
by 𝒏, i.e., the set of all words formed in the paths of 𝒏 from the start state 𝑠 to a final state in 𝐹 .

A (nondeterministic) one counter automaton (or machine) is a pushdown automaton where the pushdown alphabet has only one 
symbol plus a special bottom symbol [13]. We denote by 𝐎𝐂𝐋 the class of languages accepted by one counter automata. As the 
pushdown can only store one symbol and can be tested for emptiness via the special stack bottom, the pushdown is called a counter. 
A (nondeterministic) counter machine with parameters (𝑐, 𝑟) is an automaton with 𝑐 counters such that each counter can do at most 𝑟
reversals [21]. We denote by 𝐍𝐂𝐌(𝑐, 𝑟) the class of languages accepted by counter machines with parameters (𝑐, 𝑟), and by 𝐍𝐂𝐌 the 
union of all 𝐍𝐂𝐌(𝑐, 𝑟). In [22], the author shows that several families of counter machine languages, including 𝐍𝐂𝐌, are not closed 
under complementation using the language 𝐿 = {𝑎𝑛𝑏𝑛 ∶ 𝑛 ≥ 1}⋆ as a witness: 𝐿 ∉𝐍𝐂𝐌 but 𝐿̄ ∈𝐍𝐂𝐌(1, 1). As 𝐿 can be accepted by 
a one counter automaton, we have that 𝐿 ∈𝐎𝐂𝐋 −𝐍𝐂𝐌. On the other hand, the non context-free language 𝐿2 = {𝑎𝑛𝑏𝑛𝑐𝑛 ∶ 𝑛 ≥ 0}
can be accepted by a machine with two counters using only one reversal per counter; hence, 𝐿2 ∈𝐍𝐂𝐌(2, 1) −𝐎𝐂𝐋.

Probability distributions. Let 𝑋 be a countable nonempty set. A probability distribution on 𝑋 is a function 𝐷 ∶𝑋→ [0, 1] such that ∑
𝑥∈𝑋 𝐷(𝑥) = 1. The domain of 𝐷, denoted by 𝖽𝗈𝗆𝐷, is the subset {𝑥 ∈𝑋 ∶𝐷(𝑥) > 0} of 𝑋. If 𝑋 = {𝑥1, … , 𝑥𝓁}, for some 𝓁 ∈ℕ, then 

we write

𝐷 =
(
𝐷(𝑥1),… ,𝐷(𝑥𝓁)

)
.

If 𝑋 ⊆ℕ0 then the distribution 𝐷 is called a length distribution. Following [23], we have the below definition.

Definition 1. Let 𝐷 be a probability distribution on 𝑋. For any subset 𝑆 of 𝑋, we define the quantity

𝐷(𝑆) =
∑
𝑥∈𝑆

𝐷(𝑥) (1)

and refer to it as the probability that a randomly selected element from 𝐷 is in 𝑆 . The notation 𝑥 
$

⟵𝐷, borrowed from cryptography, 
means that 𝑥 is randomly selected from 𝐷.

The Dirichlet distribution on ℕ0, [24]. For any 𝑡 > 1, the Dirichlet distribution 𝖣𝑡 is defined such that 𝖣𝑡(𝑛) = (1∕𝜁(𝑡))(𝑛 + 1)−𝑡
for 𝑛 ∈ ℕ0, where 𝜁 is the Riemann zeta function. In [24] the author considers the Dirichlet distribution to be the basis where “many 
3
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Augmented length distributions, [8]. Selecting from a length distribution 𝐷 could return a very large length 𝓁, which can be 
intractable from an algorithmic point of view. For this reason we define the augmented length distribution 𝐷𝑀 whose domain consists 
of all lengths 𝓁 ∈ 𝖽𝗈𝗆𝐷 with 𝓁 ≤𝑀 plus a special new symbol ‘⊥’, so the distribution could select the outcome ‘⊥’ instead of a very 
large length. We have that

𝐷𝑀 (𝓁) =𝐷(𝓁), if 𝓁 ≤𝑀, 𝐷𝑀 (⊥) =𝐷(ℕ>𝑀 ). (2)

Word distributions. A word distribution 𝑊 is a probability distribution on Σ⋆, that is, 𝑊 ∶ Σ⋆ → [0, 1] such that 
∑
𝑤∈Σ⋆ 𝑊 (𝑤) = 1. 

The domain of 𝑊 is 𝖽𝗈𝗆𝑊 = {𝑤 ∈ Σ⋆ ∶𝑊 (𝑤) > 0}.

Definition 2. Let 𝐷 be a length distribution. Then ⟨𝐷⟩ is the word distribution such that

𝖽𝗈𝗆⟨𝐷⟩ = {𝑤 ∈ Σ⋆ ∶ |𝑤| ∈ 𝖽𝗈𝗆𝐷} and ⟨𝐷⟩(𝑤) = 𝐷(|𝑤|)|Σ|−|𝑤|.
Any such word distribution is called a length-based distribution.

For any length distribution 𝐷 and for all 𝓁 ∈ℕ0, we have: ⟨𝐷⟩(Σ𝓁) =𝐷(𝓁) and ⟨𝐷⟩(Σ>𝓁) =𝐷(ℕ>𝓁).

Let 𝑊 be a word distribution and let 𝑀 ∈ ℕ0. The augmented distribution 𝑊𝑀 is defined in a natural way:

𝖽𝗈𝗆(𝑊𝑀 ) =
(
𝖽𝗈𝗆(𝑊 ) ∩ Σ≤𝑀

)
∪ {⊥}, or

(
𝖽𝗈𝗆(𝑊 ) ∩ Σ≤𝑀

)
if 𝑊 (Σ>𝑀 ) = 0;

𝑊𝑀 (𝑤) =𝑊 (𝑤), for all 𝑤 ∈ 𝖽𝗈𝗆(𝑊 ) ∩ Σ≤𝑀 ;

𝑊𝑀 (⊥) =𝑊 (Σ>𝑀 ) = 1 −𝑊 (Σ≤𝑀 ).

3. Examples and basic results

In this section we first give a few examples that illustrate to some extent the types of the languages 𝛥𝑆,𝑇 . Then we turn to the main 
result of this section, Theorem 1, where we show the upper bound 𝐏𝐒𝐏𝐀𝐂𝐄 on the complexity of the (unrestricted) word problem 𝛥
as well as the upper bound 𝐍𝐏 for 𝛥f in = the version of the word problem where the first (at least) transducer has finite outputs. In 
fact, not surprisingly, 𝛥 is 𝐏𝐒𝐏𝐀𝐂𝐄-hard, but 𝛥f in is 𝐍𝐏-hard.

Example 1. Let 𝖯𝖷, 𝖲𝖷 be the prefix and suffix transductions—thus, 𝖯𝖷(𝑤) = the set of prefixes of 𝑤. Their difference set is equal to 
the set of all words containing at least two distinct letters. This follows when we note that, if a word 𝑤 contains at least two distinct 
letters, then there is a prefix of 𝑤 that is not a suffix of 𝑤. Thus, 𝛥𝖯𝖷,𝖲𝖷 is a regular language: 𝛥𝖯𝖷,𝖲𝖷 ∈𝐑𝐄𝐆.

Example 2. Consider the finite valued transductions 𝑆 , 𝑇 with domain 𝑎⋆𝑏⋆𝑎⋆𝑏⋆ such that 𝑆(𝑎𝑛1𝑏𝑚1𝑎𝑚2𝑏𝑛2 ) = {𝑎𝑛1 , 𝑏𝑚1} and 
𝑇 (𝑎𝑛1𝑏𝑚1𝑎𝑚2𝑏𝑛2 ) = {𝑎𝑛2 , 𝑏𝑚2}. We have that 𝑆,𝑇 = {𝑎𝑛𝑏𝑚𝑎𝑚𝑏𝑛}𝑚,𝑛∈ℕ0

and 𝛥𝑆,𝑇 = 𝑎⋆𝑏⋆𝑎⋆𝑏⋆−𝑆,𝑇 . The language 𝑆,𝑇 is context-free 
but not in 𝐎𝐂𝐋 [25]. On the other hand, we have that 𝛥𝑆,𝑇 is in 𝐎𝐂𝐋, using the facts that

• 𝛥𝑆,𝑇 is the union of four languages: one of them consists of all words 𝑎𝑛1𝑏𝑚1𝑎𝑚2𝑏𝑛2 with 𝑛1 > 𝑛2;
• the other three languages correspond to the three constraints 𝑛1 < 𝑛2, 𝑚1 >𝑚2, 𝑚1 <𝑚2;
• all four languages are in 𝐎𝐂𝐋; and 𝐎𝐂𝐋 is closed under union.

Example 3. Consider the functional transductions 𝑆 , 𝑇 with domain (𝑎 + 𝑏)⋆𝑐(𝑎 + 𝑏)⋆ such that 𝑆(𝑤1𝑐𝑤2) = {𝑤1} and 𝑇 (𝑤1𝑐𝑤2) =
{𝑤2}. Then we have that 𝑆,𝑇 = {𝑤𝑐𝑤}𝑤∈(𝑎+𝑏)⋆ and 𝛥𝑆,𝑇 = (𝑎 + 𝑏)⋆𝑐(𝑎 + 𝑏)⋆ − 𝑆,𝑇 . The language 𝑆,𝑇 is not context-free. On the 
other hand, we have that 𝛥𝑆,𝑇 is in 𝐎𝐂𝐋 by Remark 1.

Example 4. Consider the finite valued transductions 𝑆 , 𝑇 with domain 𝑎+𝑏+𝑐+𝑑+ such that 𝑆(𝑎𝑛1𝑏𝑚1𝑐𝑛2𝑑𝑚2 ) = {𝑎𝑛1 , 𝑎𝑚1} and 
𝑇 (𝑎𝑛1𝑏𝑚1𝑐𝑛2𝑑𝑚2 ) = {𝑎𝑛2 , 𝑎𝑚2}. Then,

𝛥𝑆,𝑇 = {𝑎𝑛1𝑏𝑚1𝑐𝑛2𝑑𝑚2 ∣ (𝑛1 ≠ 𝑛2 ∧ 𝑛1 ≠𝑚2) ∨ (𝑚1 ≠ 𝑛2 ∧𝑚1 ≠𝑚2)

∨ (𝑛2 ≠ 𝑛1 ∧ 𝑛2 ≠𝑚1) ∨ (𝑚2 ≠ 𝑛1 ∧𝑚2 ≠𝑚1)},

which is a 𝐍𝐂𝐌 language (shown in Theorem 4). On the other hand, the language is not context-free: this follows from the fact that 
the language is bounded (being a subset of 𝑎⋆𝑏⋆𝑐⋆𝑑⋆) and that the Parikh map of the language is not a finite union of stratified 
linear sets [26, pg 160].

Example 5. The languages 𝛥𝑆,𝑇 are in 𝐎𝐂𝐋, in both of the following cases

• 𝑆(𝑎𝑛1𝑏𝑚1𝑐𝑛2 ) = {𝑎𝑛1 , 𝑎𝑚1} and 𝑇 (𝑎𝑛1𝑏𝑚1𝑐𝑛2 ) = {𝑎𝑛2}.
4

• 𝑆(𝑎𝑛1𝑏𝑚1𝑐𝑛2 ) = {𝑎𝑛1 , 𝑎𝑚1} and 𝑇 (𝑎𝑛1𝑏𝑚1𝑐𝑛2 ) = {𝑎𝑛1 , 𝑎𝑛2}.
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In the first case, 𝛥𝑆,𝑇 = {𝑎𝑛1𝑏𝑚1𝑐𝑛2 ∣ (𝑛1 = 𝑚1 ∧ 𝑛1 ≠ 𝑛2) ∨ (𝑛1 ≠ 𝑚1)} = {𝑎𝑛𝑏𝑛𝑐𝑛 ∣ 𝑛 ≥ 0} ∩ 𝑎⋆𝑏⋆𝑐⋆. The language is in 𝐎𝐂𝐋 because 
one of the transductions is functional (see Theorem 4). In the second case, 𝛥𝑆,𝑇 = {𝑎𝑛1𝑏𝑚1𝑐𝑛2 ∣𝑚1 ≠ 𝑛2}.

Next we determine the complexity of the word problem in Theorem 1. In case the two given transducers realize homomorphisms, 
the word problem can be decided in deterministic logarithmic space (this is because our word problem is the complement of the word 
problem for the equality set of two homomorphisms which is in deterministic logarithmic space [4]). The proof of Theorem 1 uses 
the below lemma which is rather folklore, but we include it here for completeness.

Lemma 1. The following statements hold true.

1. For any NFAs 𝒏1, 𝒏2, we have that (𝒏1) ⊆ (𝒏2) iff (𝒏1) ∩Σ≤2𝑠1+𝑠2 ⊆(𝒏2), where 𝑠1, 𝑠2 are the numbers of states of the two NFAs.
2. The problem of deciding whether (𝒏1) ⊆ (𝒏2), for given NFAs 𝒏1, 𝒏2, is in 𝐏𝐒𝐏𝐀𝐂𝐄.

Proof. For the first statement, first note that there are DFAs 𝒅1, 𝒅2 having at most 2𝑠1 , 2𝑠2 states, which are equivalent to 𝒏1, 𝒏2. 
Consider the product DFA 𝒅1 ∩𝒅2, which has at most 2𝑠1+𝑠2 states and accepts (𝒏1) ∩(𝒏2). Suppose that (𝒏1) ∩Σ≤2𝑠1+𝑠2 ⊆ (𝒏2), 
but there is a minimal length word 𝑤 ∈ (𝒏1) − (𝒏2). Then 𝑤 has length > 2𝑠1+𝑠2 and the accepting path of 𝒅1 ∩ 𝒅2 with label 𝑤
has a cycle. If we remove the cycle, we get a shorter accepting path with some label 𝑤′ ∈(𝒏1) −(𝒏2), which is impossible. Hence, 
(𝒏1) ⊆ (𝒏2). The second statement follows by combining the results of [27–30]. However, we can also show it directly using the 
first statement and the following polynomial space nondeterministic algorithm that decides whether (𝒏1) ⊈(𝒏2): initialize the set 
variables 𝑉1 = {𝑝0} and 𝑉2 = {𝑞0}, where 𝑝0, 𝑞0 are the initial states of 𝒏1, 𝒏2. Guess up to 2𝑠1+𝑠2 alphabet symbols; for each symbol 
𝜎𝑖 guessed, compute the next values of 𝑉1 and 𝑉2, which are the next sets of states of 𝒏1, 𝒏2 when the input 𝜎𝑖 is consumed. After 
the last symbol 𝜎𝓁 is processed, return Yes iff 𝑉1 contains a final state of 𝒏1 and 𝑉2 contains no final state of 𝒏2—thus, the algorithm 
decides whether a word 𝜎1⋯ 𝜎𝓁 ∈ (𝒏1) − (𝒏2). The decidability of (𝒏1) ⊆ (𝒏2) in polynomial space follows from the fact that 
𝐏𝐒𝐏𝐀𝐂𝐄 is closed under complementation.

Theorem 1. The following statements hold true.

1. The word problem 𝛥 is 𝐏𝐒𝐏𝐀𝐂𝐄-complete.
2. The word problem 𝛥f in (where the first, at least, transducer has finite outputs) is 𝐍𝐏-complete.
3. The restriction of the word problem to the case where at least one of the transducers involved is functional is in the class 𝐏.

Proof. First statement: The word problem 𝛥 is to decide whether 𝒔(𝑤) ≠ 𝒕(𝑤), given transducers 𝒔, 𝒕 and word 𝑤. The problem 
is 𝐏𝐒𝐏𝐀𝐂𝐄-hard because we can reduce to it the NFA universality problem: given NFA 𝒏 over some alphabet Σ, decide whether 
(𝒏) = Σ⋆. Indeed, we have that (𝒏) = Σ⋆ iff 𝒔(𝑤) ≠ 𝒕(𝑤), where 𝒔, 𝒕, 𝑤 are constructed in polynomial time as follows: 𝒔 realizes 
{(𝑤, 𝑥) ∶ 𝑥 ∈(𝒏)}, 𝒕 realizes {𝑤} ×Σ⋆, and 𝑤 is any chosen word over Σ. Now we show that the word problem is in the class 𝐏𝐒𝐏𝐀𝐂𝐄. 
First compute NFAs accepting 𝒔(𝑤) and 𝒕(𝑤). These NFAs are of sizes 𝑂(|𝒔||𝑤|) and 𝑂(|𝒕||𝑤|). Then decide within polynomial space 
whether these NFAs are equivalent—see Lemma 1.

Second statement: The word problem 𝛥f in is 𝐍𝐏-hard because we can reduce to it the complement of the following 𝐜𝐨𝐍𝐏-complete 
problem: given a block NFA 𝒃, that is an NFA accepting fixed-length words of some length 𝓁, decide whether (𝒃) = Σ𝓁 , [8]. Indeed, 
for any block NFA 𝒃, we have that (𝒃) ≠ Σ𝓁 iff 𝒔(𝑤) ≠ 𝒕(𝑤), where 𝒔, 𝒕, 𝑤 are constructed in polynomial time as follows: 𝒔 realizes 
{(𝑤, 𝑥) ∶ 𝑥 ∈ (𝒃)}, 𝒕 realizes {𝑤} × Σ𝓁 , and 𝑤 is any chosen word in Σ𝓁 . We now show that 𝛥f in is in 𝐍𝐏. Given instance 𝒔, 𝒕, 𝑤, 
where we know that 𝒔 has finite outputs, we describe a nondeterministic polynomial time algorithm deciding whether 𝑤 ∈ 𝛥𝒔,𝒕.

1. construct NFAs 𝒎, 𝒏 accepting 𝒔(𝑤), 𝒕(𝑤);
2. let 𝑛 be the number of states of 𝒎; // any word in (𝒎) has length < 𝑛

3. construct DFA 𝒅 accepting all words of length ≥ 𝑛;
4. construct NFA (𝒏 ∩ 𝒅) accepting all words in 𝒕(𝑤) that are of length ≥ 𝑛;
5. if (𝒏 ∩ 𝒅) accepts at least one word return Yes;

// next test whether there is a word in 𝒔(𝑤) △ 𝒕(𝑤) that is shorter than 𝑛
6. guess a word 𝑧 of length < 𝑛;
7. if 

(
𝑧 ∈ 𝒔(𝑤) and 𝑧 ∉ 𝒕(𝑤)

)
or 

(
𝑧 ∉ 𝒔(𝑤) and 𝑧 ∈ 𝒕(𝑤)

)
return Yes;

8. return No

All operations in the above algorithm can be done in polynomial time. Any word in 𝒔(𝑤) cannot be longer than 𝑛 − 1, so steps 1–5 
decide deterministically whether there is a word in 𝒕(𝑤) that is too long to be in 𝒔(𝑤). Steps 6–8 use nondeterminism to decide 
whether 𝒔(𝑤) △ 𝒕(𝑤) ≠ ∅, knowing that any word in 𝒔(𝑤) △ 𝒕(𝑤) must be of length < 𝑛.

Third statement: If we know that 𝒔 is functional, then the instance (𝒔, 𝒕, 𝑤) can be answered in polynomial time as follows: compute 
NFAs accepting the sets 𝒔(𝑤) and 𝒕(𝑤) via the standard product construction between a DFA for 𝑤 and the transducer. If both sets are 
5

empty return Yes. If only one set is empty return No. If 𝒔(𝑤) has exactly one element 𝑧 then test whether the NFA for 𝒕(𝑤) accepts 𝑧. 
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If 𝑧 ∉ 𝒕(𝑤) return No. Finally, make a DFA 𝒅 accepting all words other than 𝑧 and return whether the intersection of (𝒅) and 𝒕(𝑤)
is empty.

Remark 2. In the proof of the claim that 𝛥f in is 𝐍𝐏-hard, both transducers 𝒔, 𝒕 are length preserving, that is, |𝑧| = |𝑤| for all 𝑧 ∈ 𝒔(𝑤), 
and the same for 𝒕. Hence, the restriction of 𝛥f in to length preserving transducers does not make the word problem easier. Furthermore, 
also the restriction of 𝛥f in to finite valued transducers remains 𝐍𝐏-hard, as these transducers include the length preserving transducers.

Remark 3. In [31], the author shows that there is a double exponential algorithm that computes, for any given finite valued transducer 
𝒔, a set 𝒇 1, … , 𝒇𝑁 of functional transducers such that (𝒔) = ∪(𝒇 𝑖). The time complexity of this problem is reduced to single 
exponential in [32]. This result can be used to decide in exponential time the version of the word problem restricted to finite valued 
transducers. However, the nondeterministic algorithm in the proof of Theorem 1 is applicable to the proper superclass of transducers 
with finite outputs and entails an exponential time deterministic algorithm.

4. PRAX algorithms & the PRAX algorithm for 𝜟

As the word problem 𝛥 is hard, in Theorem 2 of this section we provide a polynomial time randomized approximation (PRAX) 
algorithm for 𝛥. We adapt the PRAX method introduced in [8] which applies to hard NFA universality problems. In fact in Lemma 2, 
we make more clear the concept of PRAX algorithms so that they also apply to the complements of the problems considered in [8].

The PRAX method of [8]. Let 𝑣 be a [0, 1]-valued function, that is a function that maps each problem instance2 𝑥 to a value in [0, 1]. 
Define the language

𝐿𝑣 = {𝑥 ∶ 𝑣(𝑥) = 1}.

For the NFA universality problem (whether (𝒏) = Σ⋆ for given NFA 𝒏), we have 𝑣(𝒏) =𝑊 ((𝒏)), where 𝑊 is any word distribution 
with domain Σ⋆. Indeed we have that (𝒏) = Σ⋆ iff 𝑊 ((𝒏)) = 1. Each real 𝜀 ∈ (0, 1) defines the approximation language

𝐿𝑣,𝜀 = {𝑥 ∶ 𝑣(𝑥) ≥ 1 − 𝜀}.

The idea here is that, as it is hard to tell whether 𝑣(𝑥) = 1, we might be happy to know that 𝑣(𝑥) ≥ 1 − 𝜀, where 𝜀 is called the 
(approximation) tolerance. As 𝐿𝑣,𝜀 can be harder than 𝐿𝑣, [8] defines a PRAX algorithm for 𝐿𝑣 to be a randomized decision algorithm 
𝐴(𝑥, 𝜀) satisfying the following conditions:

• if 𝑥 ∈𝐿𝑣 then 𝐴(𝑥, 𝜀) = 𝖳𝗋𝗎𝖾;
• if 𝑥 ∉𝐿𝑣,𝜀 then P[𝐴(𝑥, 𝜀) = 𝖥𝖺𝗅𝗌𝖾] ≥ 3∕4;
• 𝐴(𝑥, 𝜀) works within polynomial time w.r.t. 1∕𝜀 and the size of 𝑥.

When 𝐴(𝑥, 𝜀) gives the answer 𝖥𝖺𝗅𝗌𝖾, this answer is correct: 𝑥 ∉ 𝐿𝑣. If 𝐴(𝑥, 𝜀) returns 𝖳𝗋𝗎𝖾 then probably 𝑥 ∈ 𝐿𝑣,𝜀, in the sense 
that 𝑥 ∉ 𝐿𝑣,𝜀 would imply P[𝐴(𝑥, 𝜀) = 𝖥𝖺𝗅𝗌𝖾] ≥ 3∕4. Thus, when the algorithm returns 𝖳𝗋𝗎𝖾, the answer is correct within the tolerance 
𝜀 (𝑥 ∈ 𝐿𝑣,𝜀) with probability ≥ 3∕4. The algorithm returns the wrong answer exactly when it returns 𝖳𝗋𝗎𝖾 and 𝑥 ∉ 𝐿𝑣,𝜀, but this 
happens with probability ≤ 1∕4.

As stated in [8], the value 1/4 for the probability of wrong answer could be 1/3, or anything ≤ 1∕2, as is the case for randomized 
algorithms deciding languages in the classes RP and coRP [33]. Moreover, by running the algorithm 𝑘 times one can reduce the 
probability 1/4 to (1∕4)𝑘, for any integer 𝑘 > 1.

The PRAX method for both 0-1 and non-0-1 problems. Let again 𝑣 be a [0, 1]-valued function. We denote by 𝑣̄ the [0, 1]-valued 
function with 𝑣̄(𝑥) = 1 − 𝑣(𝑥). While the method of [8] seems to apply only to universality problems, we see that the language 𝐿𝑣
is also equal to {𝑥 ∶ 𝑣̄(𝑥) = 0}. Thus, we call the language 𝐿𝑣 a 0-1 problem. On the other hand, for given 𝑣, we define the non-0-1 
problem to be the language

𝐾𝑣 = {𝑥 ∶ 𝑣(𝑥) > 0},

which is also equal to {𝑥 ∶ 𝑣̄(𝑥) < 1}. Our word problem 𝛥 can be written as

𝛥 = {𝒔, 𝒕,𝑤 ∶
(
𝒔(𝑤)△ 𝒕(𝑤)

)
≠ ∅} = 𝐾𝑣 = {𝒔, 𝒕,𝑤 ∶𝑊

(
𝒔(𝑤)△ 𝒕(𝑤)

)
> 0},

where we use the value function 𝑣(𝒔, 𝒕, 𝑤) =𝑊
(
𝒔(𝑤) △ 𝒕(𝑤)

)
. As before, each tolerance 𝜀 ∈ (0, 1) defines an approximation language

𝐾𝑣,𝜀 = {𝑥 ∶ 𝑣(𝑥) > 𝜀}.

Thus, 𝛥𝜀 consists of instances for which the symmetric difference of 𝒔(𝑤) and 𝒕(𝑤) is significant and should be detected by a random-
ized algorithm with high probability.
6

2 Following the presentation style of [33, pg 193] and [8], we refrain from cluttering the notation with the use of a variable for the set of instances.
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𝖤𝗌𝗍𝖲𝖾𝗍𝖲𝗂𝗓𝖾(𝑥, 𝑛, 𝑀)

cnt := 0;
repeat 𝑛 times:

𝑧
$

⟵ 𝑊𝑀 ;
if (𝑧 ≠ ⊥ and 𝑧 ∈ 𝑆(𝑥)

)
cnt := cnt+1;

return cnt / 𝑛;

Note: If the domain of the word distribution 𝑊 is finite and 
its words are of length ≤𝑀 , then we can simply use 𝑧 $

⟵𝑊

instead of 𝑧 $
⟵𝑊𝑀 and we can omit the condition 𝑧 ≠ ⊥.

Fig. 1. This random process refers to a particular word distribution 𝑊 . It is assumed that each input 𝑥 describes a language 𝑆(𝑥) that can be infinite—e.g., 𝑥 can be 
an NFA and 𝑆(𝑥) would be the language accepted by 𝑥; or 𝑥 can be an instance (𝒔, 𝒕, 𝑤) of our word problem 𝛥 and 𝑆(𝑥) would be 𝒔(𝑤) △ 𝒕(𝑤). The returned value 
is an estimate of the “size” of 𝑆(𝑥) w.r.t. 𝖽𝗈𝗆𝑊 , or mathematically an estimate of the probability that a word selected from 𝑊 is in 𝑆(𝑥)—see Lemma 3.

Definition 3. Let 𝑣 be a [0, 1]-valued function. A PRAX algorithm for 𝐾𝑣 is a randomized decision algorithm 𝐴(𝑥, 𝜀) such that

1. If 𝑥 ∉𝐾𝑣 then 𝐴(𝑥, 𝜀) = 𝖥𝖺𝗅𝗌𝖾.
2. If 𝑥 ∈𝐾𝑣,𝜀 then P[𝐴(𝑥, 𝜀) = 𝖳𝗋𝗎𝖾] ≥ 3∕4.
3. 𝐴(𝑥, 𝜀) works within polynomial time w.r.t. 1∕𝜀 and the size of 𝑥.

A PRAX algorithm is a randomized algorithm which is a PRAX for a 0-1 or a non-0-1 problem.

Explanation. In the above definition, if 𝐴(𝑥, 𝜀) returns 𝖳𝗋𝗎𝖾 then 𝑥 ∈𝐾𝑣. If 𝐴(𝑥, 𝜀) returns 𝖥𝖺𝗅𝗌𝖾 then probably 𝑥 ∉𝐾𝑣,𝜀, in the sense 
that 𝑥 ∈ 𝐾𝑣,𝜀 would imply P[𝐴(𝑥, 𝜀) = 𝖳𝗋𝗎𝖾] ≥ 3∕4. Thus, whenever the algorithm returns the answer 𝖳𝗋𝗎𝖾, this answer is correct: 
𝑥 ∈𝐾𝑣; when the algorithm returns 𝖥𝖺𝗅𝗌𝖾, the answer is correct within the tolerance 𝜀 (𝑥 ∉𝐾𝑣,𝜀) with probability ≥ 3∕4. The algorithm 
returns the wrong answer exactly when it returns 𝖥𝖺𝗅𝗌𝖾 and 𝑥 ∈𝐾𝑣,𝜀, but this happens with probability < 1∕4.

How are PRAX algorithms for 0-1 and for non-0-1 problems related to each other? Their intuitive duality can be formalized in the 
following result whose proof follows from the definitions without complications.

Lemma 2. [PRAX duality.] For any decision algorithm 𝐴(⋯) we denote by 𝐴̄(⋯) the algorithm that results by simply negating all decisions 
(truth outputs) made by 𝐴. Let 𝑣 be a [0, 1]-valued function. We have that 𝐴(𝑥, 𝜀) is a PRAX algorithm for 𝐾𝑣 iff 𝐴̄(𝑥, 𝜀) is a PRAX algorithm 
for 𝐿𝑣̄.

We now turn to the PRAX algorithm for the word problem (Theorem 2). The following lemma is analogous to Lemma 4 of [8]. 
However, we note that the proof of the present lemma is simpler and the upper bound is smaller than that of [8]. We also recall from 
[8] that the application of the Chebyshev inequality to a binomial random variable 𝐵 entails the following inequality for 𝑎 > 0.

P[ |𝐵 −𝐸(𝐵)| ≥ 𝑎] ≤ 𝑛∕(4𝑎2). (3)

Lemma 3. Consider the random process in Fig. 1, and let 𝙲𝚗𝚝 be the random variable for the value of cnt when the process returns. Let 
𝛿, 𝑞 ∈ [0, 1]. If 𝑞 < 𝛿 and 𝑊 (𝑆(𝑥)) > 𝛿 +𝑊 (Σ>𝑀 ) then P[𝙲𝚗𝚝∕𝑛 ≤ 𝑞] < 1

4𝑛(𝛿−𝑞)2 .

Proof. Assume 𝑞 < 𝛿 and 𝑊 (𝑆(𝑥)) > 𝛿 +𝑊 (Σ>𝑀 ). Let 𝑆𝑀 = 𝑆(𝑥) ∩ Σ≤𝑀 . First note that each selection 𝑧 is either a word in 𝖽𝗈𝗆𝑊
of length ≤𝑀 or ⊥. Thus, 𝙲𝚗𝚝 is binomial: the number of successes = “selections in 𝑆𝑀 ” in 𝑛 trials. Hence, 𝐸(𝙲𝚗𝚝) = 𝑛𝑊 (𝑆𝑀 ). 
Thus, we have

P[𝙲𝚗𝚝 ≤ 𝑛𝑞] = P[𝙲𝚗𝚝−𝐸(𝙲𝚗𝚝) ≤ 𝑛𝑞 − 𝑛𝑊 (𝑆𝑀 )]

≤ P[ |𝙲𝚗𝚝−𝐸(𝙲𝚗𝚝)| ≥ 𝑛𝑊 (𝑆𝑀 ) − 𝑛𝑞 ]

≤
1

4𝑛
(
𝑊 (𝑆𝑀 ) − 𝑞

)2 <
1

4𝑛(𝛿 − 𝑞)2
,

where we note that 𝑊 (𝑆𝑀 ) =𝑊 (𝑆(𝑥)) −𝑊
(
𝑆(𝑥) ∩ Σ>𝑀

)
≥𝑊 (𝑆(𝑥)) −𝑊 (Σ>𝑀 ) > 𝛿.

Theorem 2. 𝖣𝗂𝖿𝖿𝖲𝖾𝗍
(
𝒔, 𝒕, 𝑤, 𝜀

)
in Fig. 2 is a PRAX algorithm, with respect to the Dirichlet word distribution, for the word problem 𝛥.

Proof. For brevity, we use 𝐴(𝛼, 𝜀) to refer to 𝖣𝗂𝖿𝖿𝖲𝖾𝗍
(
𝒔, 𝒕, 𝑤, 𝜀

)
. The algorithm constructs NFAs 𝒎, 𝒏 accepting 𝒔(𝑤), 𝒕(𝑤) and selects 𝑛

elements from 𝖣𝑀𝑡 , where 𝑀 is such that 𝖣𝑡(Σ>𝑀 ) ≤ 𝜀∕2—Lemma 6 of [8] says that 𝖣𝑡(Σ>𝑀 ) ≤ 𝛿, if 𝑀 ≥ 𝑡−1
√
1∕𝛿. Each selection 𝓁

is either ⊥ (corresponding to a word length that would be too large), or a word length 𝓁 ≤𝑀 . In the latter case, a word of length 𝓁 is 
selected uniformly at random. Next we need to verify the three conditions about 𝐴(𝛼, 𝜀) in Definition 3. If 𝛼 ∉ 𝛥 then 𝒔(𝑤) △ 𝒕(𝑤) = ∅, 
so the algorithm will return 𝖥𝖺𝗅𝗌𝖾. For the second condition, assume 𝛼 ∈ 𝛥𝜀; then ⟨𝖣𝑡⟩(𝒔(𝑤) △ 𝒕(𝑤)

)
> 𝜀. Consider the random process 

in Fig. 1 and assume that it selects exactly the same words 𝑧 as 𝐴(𝛼, 𝜀) does. Using Lemma 3 for 𝛿 = 𝜀∕2 and 𝑞 = 0, we have

1 1
7

P[𝐴(𝛼, 𝜀) = 𝖥𝖺𝗅𝗌𝖾] = P[𝙲𝚗𝚝 = 0] = P[𝙲𝚗𝚝∕𝑛 ≤ 0] <
4𝑛𝛿2

≤
4
.
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𝖣𝗂𝖿𝖿𝖲𝖾𝗍
(
𝒔, 𝒕, 𝑤, 𝜀)

compute 𝒎 := NFA accepting 𝒔(𝑤);
compute 𝒏 := NFA accepting 𝒕(𝑤);
𝑛 := ⌈4∕𝜀2⌉;

𝑀 := ⌈ 𝑡−1
√
2∕𝜀⌉;

𝐷 := (𝖣𝑡(0), … , 𝖣𝑡(𝑀), 1 −∑𝑀

𝓁=0 𝖣𝑡(𝓁)
)
;

repeat 𝑛 times:
𝓁 := 𝗌𝖾𝗅𝖾𝖼𝗍𝖥𝗂𝗇(𝐷);
if (𝓁 ≠ ⊥) 𝑧 := 𝗌𝖾𝗅𝖾𝖼𝗍𝖴𝗇𝗂𝖿 (Σ, 𝓁);
if (𝓁 ≠ ⊥ and 𝑧 ∈ (𝒎) △(𝒏)

)
return 𝖳𝗋𝗎𝖾;

return 𝖥𝖺𝗅𝗌𝖾;

Fig. 2. This is the PRAX algorithm for the word problem 𝛥—see Theorem 2. The word distribution used is ⟨𝖣𝑡⟩, that is the distribution based on the Dirichlet length 
distribution 𝖣𝑡 , for some 𝑡 > 1. The function 𝗌𝖾𝗅𝖾𝖼𝗍𝖥𝗂𝗇(𝐷) selects an element from the finite distribution 𝐷 =𝖣𝑀

𝑡
. The function 𝗌𝖾𝗅𝖾𝖼𝗍𝖴𝗇𝗂𝖿(Σ, 𝓁) selects uniformly a word 

of length 𝓁 over Σ.

Hence, P[𝐴(𝛼, 𝜀) = 𝖳𝗋𝗎𝖾] > 3∕4, as required. The third condition requires that 𝐴(𝛼, 𝜀) works in polynomial time. This follows from 
standard automata constructions and the fact that 𝗌𝖾𝗅𝖾𝖼𝗍𝖥𝗂𝗇(𝐷) and 𝗌𝖾𝗅𝖾𝖼𝗍𝖴𝗇𝗂𝖿 (Σ, 𝓁) can also be done in polynomial time, [8].

The NFA inequivalence problem is to decide, for given NFAs 𝒎, 𝒏, whether (𝒎) ≠ (𝒏), which is equivalent to 
(
(𝒎) △(𝒏)

)
≠ ∅, 

and also equivalent to ⟨𝖣𝑡⟩((𝒎) △ (𝒏)
)
> 0. This problem is 𝐏𝐒𝐏𝐀𝐂𝐄-complete. Clearly, if we omit the first two lines from the 

PRAX algorithm 𝖣𝗂𝖿𝖿𝖲𝖾𝗍
(
𝒔, 𝒕, 𝑤, 𝜀

)
we get a PRAX algorithm 𝖨𝗇𝖾𝗊𝖭𝖥𝖠(𝒎, 𝒏) for the NFA inequivalence problem. Moreover, by Lemma 2

(PRAX duality) we have that 𝖨𝗇𝖾𝗊𝖭𝖥𝖠(𝒎, 𝒏) is a PRAX algorithm for the NFA equivalence problem.

Corollary 1. There are PRAX algorithms, with respect to the Dirichlet word distribution, for both, the NFA inequivalence and the NFA 
equivalence problems.

5. Difference sets of recognizable transductions

A nonempty transduction 𝑇 is called recognizable, if it is a finite union of cross products of regular languages, that is,

𝑇 =
𝑛⋃
𝑖=1
𝐴𝑖 ×𝐵𝑖, (4)

where 𝑛 ≥ 1 and all 𝐴𝑖 ’s and 𝐵𝑖’s are regular languages. We assume that, unless 𝑇 is empty and unless stated otherwise, all 𝐴𝑖’s and all 
𝐵𝑗 ’s are nonempty. A natural representation of recognizable transductions is as follows. An NFA pair set is a set

𝑨 = {(𝒂1,𝒃1),… , (𝒂𝑛,𝒃𝑛)}, (5)

where the 𝒂𝑖 ’s and 𝒃𝑖 ’s are NFAs. If 𝐴𝑖 = (𝒂𝑖) and 𝐵𝑖 = (𝒃𝑖), for all 𝑖, then we write (𝑨) = 𝑇 and we say that 𝑨 describes (or 
represents) 𝑇 . If for all 𝑖, the languages 𝐴𝑖 = (𝒂𝑖) are nonempty and mutually disjoint and the languages 𝐵𝑖 = (𝒃𝑖) are nonempty 
and distinct then the expression in (4) is said to be in disjoint canonical form, in which case any NFA pair set 𝑨 that describes 𝑇
is also said to be in disjoint canonical form. It turns out that every recognizable transduction 𝑇 can be written as in (4) in disjoint 
canonical form: [14, Exercise IV.1.22], [34]. Below in Lemma 4, we provide an explicit construction of this fact which shows that 
the disjoint canonical form of 𝑇 is unique and how large it can be. The main result here is that the difference set of two recognizable 
transductions is a regular language and can be effectively constructed:

Theorem 3. Let 𝑆 =
⋃𝑛
𝑖=1𝐴𝑖 ×𝐵𝑖 and 𝑇 =

⋃𝑚
𝑗=1𝐶𝑗 ×𝐷𝑗 be recognizable transductions with the same domains. The following statements 

hold true.

1. The difference set 𝛥𝑆,𝑇 is a regular language.
2. If 𝑆, 𝑇 are given via NFA pair sets then an NFA accepting 𝛥𝑆,𝑇 can be effectively constructed.
3. If 𝑆, 𝑇 are given via NFA pair sets 𝑨= {(𝒂1, 𝒃1), … , (𝒂𝑛, 𝒃𝑛)} and 𝑪 = {(𝒄1, 𝒅1), … , (𝒄𝑚, 𝒅𝑚)} in disjoint canonical form then there is 

an NFA of size 𝑂
(∑|𝒂𝑖| ⋅∑|𝒄𝑗 |) accepting 𝛥𝑆,𝑇 . Moreover, there are NFA pair sets 𝑨 and 𝑪 as above such that the constructed NFA 

for 𝛥𝑆,𝑇 is of size Θ
(∑|𝒂𝑖| ⋅∑|𝒄𝑗 |).

The proof is shown further below and uses the fact that it is always possible to express a recognizable 𝑇 as in (4) in disjoint 
canonical form.

Lemma 4. Let 𝑇 =
⋃𝑛
𝑖=1𝐴𝑖 × 𝐵𝑖 be a recognizable transduction such that none of the languages 𝐴𝑖, 𝐵𝑖 is empty. The following statements 
8

hold true.
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1. There is a recognizable transduction 𝑅 =
⋃𝑚
𝑗=1𝐸𝑗 × 𝐹𝑗 in disjoint canonical form such that 𝑚 ≤ 2𝑛 − 1.

2. If 𝑇 is given by an NFA pair set then we can construct an NFA pair set describing 𝑅.
3. The disjoint canonical form is unique: if 𝑅 =

⋃ℎ
𝓁=1𝐺𝓁 ×𝐻𝓁 in disjoint canonical form then we have that 𝓁 = 𝑚 and the set of pairs 

(𝐸𝑗, 𝐹𝑗 ) is equal to the set of pairs (𝐺𝓁 , 𝐻𝓁).

Proof. We prove each statement in turn.

1. Let 𝑁 = {1, … , 𝑛}. For any word 𝑤 ∈ ∪𝐴𝑖, we have the following mutually exclusive cases:
• 𝑤 belongs to all 𝑛 of the 𝐴𝑖 ’s
• 𝑤 belongs to exactly 𝑛 − 1 of the 𝐴𝑖 ’s: 

( 𝑛

𝑛−1

)
cases

• ⋯ ⋯
• 𝑤 belongs to exactly 𝑘 of the 𝐴𝑖 ’s: 

(𝑛
𝑘

)
cases

• ⋯ ⋯
• 𝑤 belongs to exactly 1 of the 𝐴𝑖 ’s: 

(𝑛
1

)
cases.

Based on the above 𝑛 mutually exclusive cases for a 𝑤 ∈ ∪𝐴𝑖, we can now define the required 𝐸𝑗 ’s and 𝐹𝑗 ’s in 𝑛 steps as follows: 
In step 1, if ∩𝑖∈𝑁𝐴𝑖 ≠ ∅ then 𝐸1 = ∩𝑖∈𝑁𝐴𝑖 and 𝐹1 = ∪𝑖∈𝑁𝐵𝑖. In the general step 𝑘, the next group of 𝐸𝑗 ’s are the nonempty sets of 
the form (∩𝑖∈𝐼𝐴𝑖) −(∪𝓁∈𝑁−𝐼𝐴𝓁), for each choice of an 𝐼 ⊆𝑁 with |𝐼| = 𝑘, and the corresponding 𝐹𝑗 ’s are the languages ∪𝑖∈𝐼𝐵𝑖. 
For example, if 𝑛 = 4 then step 3 would define the next nonempty sets 𝐸𝑗 from the list: (𝐴1 ∩𝐴2) −(𝐴3 ∪𝐴4), (𝐴1 ∩𝐴3) −(𝐴2 ∪𝐴4), 
(𝐴1 ∩𝐴4) − (𝐴2 ∪𝐴3), (𝐴2 ∩𝐴3) − (𝐴1 ∪𝐴4), (𝐴2 ∩𝐴4) − (𝐴1 ∪𝐴3), (𝐴3 ∩𝐴4) − (𝐴1 ∪𝐴2).

2. If 𝑇 is given by an NFA pair set then also 𝑅 can be described by an NFA pair set, as the above definition of the sets 𝐸𝑗, 𝐹𝑗 involves 
regularity preserving operations and the efficient test for emptiness on NFAs.

3. Now suppose that 𝑅 can also be written in disjoint canonical form as 𝑅 =
⋃ℎ

𝓁=1𝐺𝓁 ×𝐻𝓁 such that 𝓁 ≤ 𝑚. If 𝓁 < 𝑚 then there 
are disjoint languages 𝐸𝑗1 and 𝐸𝑗2 and two elements 𝑤1 ∈ 𝐸𝑗1 , 𝑤2 ∈ 𝐸𝑗2 that must belong to the same language 𝐺𝓁 . This is 
impossible, however, as the languages 𝐹𝑗1 and 𝐹𝑗2 are distinct and they cannot both be equal to 𝐻𝓁 . Hence, 𝓁 =𝑚. Now consider 
any pair (𝐸𝑗, 𝐹𝑗 ). Each 𝑤 ∈𝐸𝑗 belongs to exactly one 𝐺𝓁 and this forces 𝐹𝑗 =𝐻𝓁 =𝑅(𝑤), and also that all elements of 𝐸𝑗 must 
belong to 𝐺𝓁 . Moreover, 𝐺𝓁 cannot contain an element 𝑢 outside of 𝐸𝑗 , as otherwise 𝑅(𝑢) ≠ 𝐹𝑗 while also 𝑅(𝑢) =𝑅(𝑤).

Remark 4. Here we show an example of a transduction 𝑇 =
⋃𝑛
𝑖=1𝐴𝑖 × 𝐵𝑖 for which the disjoint canonical form has a number 𝑚 of 

cross products that meets the upper bound 2𝑛 − 1. Let 𝑝1, … , 𝑝𝑛 be any distinct primes, let each 𝐴𝑖 = (𝑎𝑝𝑖 )⋆, and let each 𝐵𝑖 be any 
nonempty language. One verifies that, for each nonempty subset 𝐼 of {1, … , 𝑛}, the language (∩𝑖∈𝐼𝐴𝑖) − (∪𝓁∈𝑁−𝐼𝐴𝓁) is nonempty, 
as it contains the word 𝑎𝑛𝐼 with 𝑛𝐼 =Π𝑖∈𝐼 𝑝𝑖

Proof. (Of Theorem 3.) We prove each statement in turn.

1. By Lemma 4, we can assume that all 𝐴𝑖 ’s are mutually disjoint, and the same for all 𝐶𝑗 ’s. First we have the following observation: 
Any word 𝑤 in the common domain of 𝑆 and 𝑇 belongs to a unique 𝐴𝑖 and a unique 𝐶𝑗 , so we have that 𝑆(𝑤) ≠ 𝑇 (𝑤) iff 𝐵𝑖 ≠𝐷𝑗 . 
Based on this observation, the language 𝛥𝑆,𝑇 is equal to the finite union of the nonempty regular languages (𝐴𝑖 ∩ 𝐶𝑗 ), where 
𝑖 = 1, … , 𝑛 and 𝑗 = 1, … , 𝑚 with 𝐵𝑖 ≠𝐷𝑗 . Hence, 𝛥𝑆,𝑇 is regular.

2. This statement is simply a constructive version of the previous one: using Lemma 4, we can construct NFA pair sets for 𝑆 and 𝑇
in disjoint normal form, and then construct an NFA for 𝛥𝑆,𝑇 using the regular operations in the above paragraph.

3. The construction of the desired NFA 𝒇 mimics the definition of 𝛥𝑆,𝑇 in the proof of the first statement: 𝒇 is the union of NFAs 𝒇 𝑖,𝑗
accepting nonempty languages (𝐴𝑖 ∩𝐶𝑗 ) with 𝐵𝑖 ≠𝐷𝑗 . An example of two NFA pair sets 𝑨 and 𝑪 describing 𝑆, 𝑇 , respectively, 
such that the constructed 𝒇 has the desired size is as follows: Let 𝑝1, … , 𝑝𝑛, 𝑞1, … , 𝑞𝑚 be distinct primes, let each 𝒂𝑖 accept (𝑎𝑝𝑖 )⋆
and each 𝒄𝑗 accept (𝑎𝑞𝑗 )⋆. Then (𝑎𝑝𝑖 )⋆ ∩ (𝑎𝑞𝑗 )⋆ ≠ ∅. Moreover, set 𝐵𝑖 = 𝑎𝑝𝑖 and 𝐷𝑗 = 𝑎𝑞𝑗 which implies 𝐵𝑖 ≠ 𝐶𝑗 for all 𝑖, 𝑗.

6. Chomsky-like hierarchy of difference sets

For any transductions 𝑆, 𝑇 of certain types, the languages 𝛥𝑆,𝑇 form a language class. In this section, we investigate how these 
classes are related to each other and to known classes (like the classes of context-sensitive languages 𝐂𝐒𝐋 and one counter languages 
𝐎𝐂𝐋). We use a notation similar to that of [5]: if 𝚈 is a type of transductions then (𝚈) is the class of all equality sets between 
transductions of type 𝚈. For example, (𝖧𝖮𝖬) is the class of languages of the form 𝑔,ℎ , for some homomorphisms 𝑔, ℎ. Similarly 
here we write 𝛥(𝚈) for the class of all difference sets between transductions of type 𝚈. We also write 𝛥(𝚈1 , 𝚈2) for the class of all 
difference sets between a transduction of type 𝚈1 and one of type 𝚈2. For example, 𝛥(𝖥𝖴𝖭𝖢, 𝖳𝖱) is the class of languages of the form 
𝛥𝑆,𝑇 , for some functional transduction 𝑆 and some transduction 𝑇 .

Below we state the main theorem of this section, and further below we present a few lemmata that lead to the proof of the main 
theorem.

Theorem 4. The subset relations shown in Fig. 3 are correct.

Unlike the case of recognizable transductions, the difference sets of homomorphic transductions do not include all the regular 
9

languages.
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𝐑𝐄𝐆 = 𝛥(𝖱𝖤𝖢) 𝛥(𝖧𝖮𝖬)

𝛥(𝖥𝖴𝖭𝖢)

𝛥(𝖥𝖨𝖭𝖵𝖠𝖫) 𝛥(𝖥𝖴𝖭𝖢,𝖳𝖱)

𝛥(𝖥𝖨𝖭𝖮𝖴𝖳,𝖳𝖱)

𝛥(𝖳𝖱)

𝐍𝐂𝐌 𝐎𝐂𝐋

𝐂𝐒𝐋

𝐍𝐏

⊊ ⊊

⊆

⊆⊊

⊆⊆
⊆

⊆

⊆ ⊆

⊈

⊉

Fig. 3. Subset relations between various classes of difference sets.

Proposition 1. The difference set of any two homomorphisms is either ∅ or an infinite language. Moreover, the languages 𝑎𝑏𝑅 are not in 
𝛥(𝖧𝖮𝖬), for any regular 𝑅 and for any two distinct alphabet letters 𝑎, 𝑏.

Proof. Let 𝑔, ℎ be homomorphisms such that 𝛥𝑔,ℎ is nonempty. If 𝑔,ℎ is finite then 𝛥𝑔,ℎ must be infinite. If 𝑔,ℎ is infinite then also 
𝛥𝑔,ℎ must be infinite as 𝑔,ℎ𝛥𝑔,ℎ ⊆ 𝛥𝑔,ℎ.

For the second statement, we use the fact that 𝑔,ℎ is a star language [5]. We argue by contradiction: Assume that 𝑎𝑏𝑅 = 𝛥𝑔,ℎ, 
for some homomorphisms ℎ, 𝑔; then Σ⋆ − 𝑎𝑏𝑅 = 𝑔,ℎ and Σ⋆ − 𝑎𝑏𝑅 =𝑋⋆, for some language 𝑋. But then 𝑎, 𝑏𝑥 ∈𝑋⋆, for any 𝑥 ∈𝑅, 
which implies that 𝑎𝑏𝑥 ∈𝑋⋆ ∩ 𝑎𝑏𝑅; a contradiction.

Lemma 5. For all functional transductions 𝐹0, 𝐺1, … , 𝐺𝑘, for 𝑘 ≥ 1, we have that

⋂
1≤𝑗≤𝑘

𝛥𝐹0,𝐺𝑗 ∈𝐍𝐂𝐌(2𝑘,1).

Proof. We use the same notation 𝐹0, 𝐺1, … , 𝐺𝑘 to denote transducers realizing the transductions. We adapt the proofs of [18, Theorem 
2] and [7]. We construct a (2𝑘, 1)-counter machine 𝑀 accepting all words 𝑤 ∈ 𝖽𝗈𝗆𝐹0 such that 𝐹0(𝑤) is different from all 𝐺𝑗 (𝑤). 
𝑀 has 2𝑘 counters and simulates the computations of 𝐹0 on 𝑤 and of 𝐺𝑗 on 𝑤, using 𝑘 counters 𝑏𝑗 for 𝐹0 and one counter 𝑐𝑗 for 
each 𝐺𝑗 , for 𝑗 = 1, … , 𝑘. Each pair 𝑏𝑗 , 𝑐𝑗 records the length of the output words during the computation. Each state of 𝑀 records 
the current states of 𝐹0, 𝐺1, … , 𝐺𝑘. Nondeterministically, 𝑀 stops incrementing the counters and stores in the finite control the last 
symbols of the outputs 𝜎𝑗 and 𝜏𝑗 . At the end of the input, 𝑀 checks, for each 𝑗, whether the proposition 𝑏𝑗 = 𝑐𝑗 ∧ 𝜎𝑗 ≠ 𝜏𝑗 is true—for 
the part 𝑏𝑗 = 𝑐𝑗 the counters are decremented and tested if they are both zero. 𝑀 accepts if and only if the propositions are true for 
all 𝑗.

Proof. (Of Theorem 4.) To avoid cluttering in Fig. 3, we do not show the previously known class inclusions

𝐎𝐂𝐋 ⊆𝐂𝐒𝐋 and 𝐍𝐂𝐌 ⊆𝐍𝐏,𝐂𝐒𝐋

where the last inclusion follows from [35, Theorem 5]. The following inclusions

𝛥(𝖧𝖮𝖬) ⊆ 𝛥(𝖥𝖴𝖭𝖢) ⊆ 𝛥(𝖥𝖴𝖭𝖢,𝖳𝖱), 𝛥(𝖥𝖨𝖭𝖵𝖠𝖫) ⊆ 𝛥(𝖥𝖨𝖭𝖮𝖴𝖳,𝖳𝖱) ⊆ 𝛥(𝖳𝖱)

follow immediately from the fact that some transduction types are special cases of others, for example 𝖧𝖮𝖬 is a special type of 𝖥𝖴𝖭𝖢, 
𝖥𝖨𝖭𝖵𝖠𝖫 is a special type of 𝖥𝖨𝖭𝖮𝖴𝖳, and all are special types of 𝖳𝖱. Next, we consider the rest of the inclusions in turn.

𝛥(𝖱𝖤𝖢) = 𝐑𝐄𝐆: Follows from Theorem 3 and the fact that every regular language 𝑅 is the difference set of the recognizable 
10

transductions 𝑅 × {0} and 𝑅 × {1}.
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𝐑𝐄𝐆 ⊊ 𝛥(𝖥𝖴𝖭𝖢): The subset relation follows from the fact that every regular language 𝑅 is the difference set of the functional 
transductions 𝑅 × {0} and 𝑅 × {1}. The transductions 𝑆(𝑎𝑚𝑏𝑛) = 𝑐𝑚 and 𝑇 (𝑎𝑚𝑏𝑛) = 𝑐𝑛, for 𝑚, 𝑛 ∈ ℕ0 and alphabet symbols 𝑎, 𝑏, 𝑐, are 
functional and 𝛥𝑆,𝑇 = {𝑎𝑚𝑏𝑛 ∶𝑚 ≠ 𝑛}, which is a non-regular language.

𝐑𝐄𝐆 ⊈ 𝛥(𝖧𝖮𝖬): Follows from Proposition 1.

𝛥(𝖧𝖮𝖬) ⊈ 𝐑𝐄𝐆: Follows from Example 2 of [5] stating that 𝑔,ℎ = {𝑤 ∈ {𝑎, 𝑏}⋆ ∶ |𝑤|𝑎 = |𝑤|𝑏}, for homomorphisms 𝑔, ℎ such 
that 𝑔(𝑎) = 0, 𝑔(𝑏) = 𝜺, ℎ(𝑎) = 𝜺, ℎ(𝑏) = 0.

𝛥(𝖧𝖮𝖬) ⊊ 𝛥(𝖥𝖴𝖭𝖢): We already know that 𝛥(𝖧𝖮𝖬) ⊆ 𝛥(𝖥𝖴𝖭𝖢). Example 4 of [5] shows two functional transductions 𝐹 , 𝐺 such 
that 𝖽𝗈𝗆𝐹 = 𝖽𝗈𝗆𝐺 = (𝑎+𝑏+)⋆ and 𝐹 ,𝐺 = {𝑎𝑛𝑏𝑛 ∣ 𝑛 ≥ 1}⋆ but 𝐹 ,𝐺 ∉ (𝖧𝖮𝖬). We can extend 𝐹 , 𝐺 such that 𝖽𝗈𝗆𝐹 = 𝖽𝗈𝗆𝐺 = {𝑎, 𝑏}⋆
and 𝐹 (𝑤) = 0, 𝐺(𝑤) = 1, for all 𝑤 ∉ (𝑎+𝑏+)⋆. Then, the extended 𝐹 , 𝐺 are still functional and again 𝐹 ,𝐺 = {𝑎𝑛𝑏𝑛 ∣ 𝑛 ≥ 1}⋆. Moreover, 
we have that 𝛥𝐹 ,𝐺 = 𝐹 ,𝐺 and we can verify that 𝛥𝐹 ,𝐺 cannot be equal to 𝛥𝑔,ℎ for any homomorphisms 𝑔, ℎ (else 𝑔,ℎ would be equal 
to 𝐹 ,𝐺).

𝛥(𝖥𝖴𝖭𝖢, 𝖳𝖱) ⊆𝐎𝐂𝐋: First we note the fact that 𝛥(𝖥𝖴𝖭𝖢) ⊆𝐎𝐂𝐋, which is essentially a rephrasing of the Corollary of [7] stating 
that the complement of the equality set of two functional transductions is a one-counter language. Next we note that, for any two 
functional transductions 𝐹 , 𝐺, the Theorem of [7] constructs a one counter automaton that accepts 𝑤 iff 𝐹 (𝑤) is not a prefix of 𝐺(𝑤)
and 𝐺(𝑤) is not a prefix of 𝐹 (𝑤). For a functional transduction 𝑆 and a transduction 𝑇 , one can mimic the proof of the Theorem 
of [7] to construct a one-counter automaton accepting 𝛥𝑆,𝑇 in view of the simple fact that, for any word 𝑤, 𝑆(𝑤) ≠ 𝑇 (𝑤) iff 𝑇 (𝑤)
contains a word 𝑧 ≠ 𝑆(𝑤).
𝛥(𝖥𝖨𝖭𝖵𝖠𝖫) ⊆ 𝐍𝐂𝐌: Consider any finite-valued transductions 𝐹 , 𝐺. As stated in Remark 3, references [32,36] imply that 𝐹 =

𝐹1 ∪⋯ ∪ 𝐹𝑘 and 𝐺 =𝐺1 ∪⋯ ∪𝐺𝓁 , for some functional transductions 𝐹𝑖, 𝐺𝑗 . Then we have that

𝛥𝐹 ,𝐺 =
⋃
𝑖

⋂
𝑗

𝛥𝐹𝑖,𝐺𝑗 ∪
⋃
𝑗

⋂
𝑖

𝛥𝐹𝑖,𝐺𝑗

The claim follows when we note that each set 
⋂
𝑗 𝛥𝐹𝑖,𝐺𝑗 (and also each set 

⋂
𝑖 𝛥𝐹𝑖,𝐺𝑗 ) is in 𝐍𝐂𝐌, by Lemma 5, and the fact that the 

class 𝐍𝐂𝐌 is closed under intersection and union [21].

𝛥(𝖳𝖱) ⊆ 𝐂𝐒𝐋: First note that 𝐂𝐒𝐋 = 𝐍𝐏𝐒𝐏𝐀𝐂𝐄[𝑛] (see e.g., [9]). For any fixed, but arbitrary, transductions 𝑆, 𝑇 we show that 
deciding whether a given word 𝑤 is in 𝛥𝑆,𝑇 can be done nondeterministically in space 𝑂(|𝑤|). Consider any transducers 𝒔, 𝒕 realizing 
𝑆, 𝑇 . We construct NFAs 𝒄, 𝒅 accepting the languages 𝒔(𝑤) and 𝒕(𝑤). These NFAs are of size 𝑂(|𝑤|), as 𝒔, 𝒕 are fixed. Using the 
nondeterministic algorithm in the proof of Lemma 1, we can decide whether (𝒄) ⊈ (𝒅) or (𝒅) ⊈ (𝒄) using space 𝑂(|𝒄| + |𝒅|) =
𝑂(|𝑤|). Hence, we can also decide whether (𝒄) = (𝒅) in nondeterministic space 𝑂(|𝑤|).
𝛥(𝖥𝖨𝖭𝖮𝖴𝖳, 𝖳𝖱) ⊆𝐍𝐏: For any fixed, but arbitrary, transductions 𝑆, 𝑇 with 𝑆 ∈ 𝖥𝖨𝖭𝖮𝖴𝖳, there are transducers 𝒔 and 𝒕 realizing 

𝑆, 𝑇 . These transducers can be used to decide whether 𝑤 ∈ 𝛥𝒔,𝒕, for any given word 𝑤, exactly as in the proof of Theorem 1, where 
now the time complexity is only in terms of |𝑤|, as 𝒔, 𝒕 are fixed.

𝛥(𝖥𝖴𝖭𝖢) ⊊ 𝛥(𝖥𝖨𝖭𝖵𝖠𝖫): As mentioned already, 𝛥(𝖥𝖴𝖭𝖢) ⊆ 𝛥(𝖥𝖨𝖭𝖵𝖠𝖫). The proper inclusion follows from Example 4 and the fact 
that the class 𝐎𝐂𝐋 is a subset of the context-free languages.

Remark 5. Due to the closure of the class 𝐂𝐒𝐋 under complementation, the above result 𝛥(𝖳𝖱) ⊆ 𝐂𝐒𝐋 implies that (𝖳𝖱) ⊆ 𝐂𝐒𝐋, 
which strengthens the earlier known fact (𝖥𝖴𝖭𝖢) ⊆𝐂𝐒𝐋 mentioned in Remark 1.

7. Concluding remarks

We introduced the concept of difference set of two transductions, which is complementary to the concept of equality set of 
transductions. While the word problems of the two concepts are essentially the same, the language classes resulting from the two 
concepts are different. We have also expressed in clear terms the concept of a PRAX algorithm that is now applicable to a language 
and its complement. Hence, there are PRAX algorithms for the word problem pertaining to either of the difference and equality sets.

The class hierarchy in Fig. 3 is incomplete. As future research we propose to investigate whether some of the inclusions are proper. 
For example, is there a one counter language that is not in 𝛥(𝖥𝖴𝖭𝖢)?

The PRAX algorithm in Theorem 2 is a “tail-cutting” algorithm, that is, for the given approximation tolerance 𝜀, the algorithm 
determines via the length 𝑀 the tail of the probability distribution that can be safely ignored when testing the amount of difference 
of the output sets of the two transducers. However, if we know that transducer 𝒔 (at least) has finite outputs then the algorithm can be 
modified to sample words from the uniform distribution on the finite set 𝒔(𝑤). Details of this and possibly other similar improvements 
can be investigated in future research.
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