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Breast Cancer 

Source: U.S. Breast Cancer Statistics [1] – accessed December 2016 
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Approach 



 

● Several works in the literature use propositional (“black box”) approaches 

to generate prediction models.  

 

● In this work we employ the Inductive Logic Programming 

technique, whose prediction model is based on first order rules, to the 

domain of breast cancer.    

 (+) Interpretable Rules 

Approach 
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● Generate more interpretable models based on            

first-order logic 

 

● Compare ILP performance results with propositional 

classifiers 

 

● Explore relevance of some variables usually collected to 

predict breast cancer 

 

Objectives 
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Variables Relevance 



MammoClass[2] 

Classification of a mammogram based in a set of mammography findings 
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Variables Relevance 

 
 
 
 

 

● Side, Depth, Clockface and Quadrant are considered to be non indicative of 

malignancy by expert radiologists 

● However some studies show that for some populations there can be a 

prevalence of breast cancer according to the value of some of these 

variables 

 

 
 
 

GEC-ESTRO [3] says that the upper outer quadrant  
is the most common site of origin of breast cancer 

GEC-ESTRO [3] says that breast cancer is more common 
in the left than in the right breast. Other studies on laterality 
 confirm this tendency [4] 
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Can we remove these variables and still obtain 
the same results with the test set in this sample? 



 

348 

 

 

180  168 
(71+/109-)                                  (47+/121-) 

 

 

 

[2] Ferreira, P., Fonseca, N.A., Dutra, I., Woods, R., Burnside, E.:  

Predicting Malignancy from Mammography Findings and Image-Guided Core Biopsies.  

In: Int. Journal of Data Mining and Bioinformatics, 2015. 

Dataset 

 Breast Masses 

 Annotated Data 

 Test independent 
from training set 

 

TRAIN TEST 
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Tools 

 

ALEPH 
 

 ILP System 
 

 Written in Prolog 
 

 Powerful representation language 
 

 User may choose the order of 
generation of rules, change the 
evaluation function and the search 
order 

 

 Open Source 

 
WEKA 

 
 Set of machine learning algorithms 

for data mining tasks 
 

 Written in Java 
 

 Contains tools for data pre-
processing, classification, regression, 
clustering, association rules, etc 
 

 Well-suited for developing new 
machine learning schemes 

 

 Free software 
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● A – Trains SVM on 180, without the 4 variables, and evaluates on 168 test set  

● Prev[2] – Trains SVM on 180, using all variables, and evaluates on 168 test set  

 

● B1 – Trains Aleph on 180, using all variables, and evaluates on 168 test set  

● B2 – Trains Aleph on 180, without the 4 variables, and evaluates on 168 test set 

 

Methodology – Experiments 
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Variables Relevance - Results 

 
 
 

 

All vars. 

w/o 4 vars. 

All vars. 

w/o 4 vars. 

* 
* 

** 
 

* 
** 
 

noise = 0 | evalfn = coverage 

results published in [2] 

B1 vs B2 -> p-value = 0.18 
Prev vs A -> p-value = 0.55 

B1 vs Prev -> p-value = 0.02 

Not Statistically Significant 

Statistically Significant 

McNemar’s Tests 
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ILP vs SVM 

 
 
 
 

Searching for ILP classifiers  
that can be better than the SVM… 



 

 

● Noise – controls the maximum number of false positives allowed by the 

model during training 

 

● Evalfn – controls the evaluation function used to assess the quality of each 

hypothesis generated 

 coverage, mestimate, cost, entropy, gini, and wracc 

Aleph’s Internal Parameters 
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ILP vs SVM 

noise = 19 -> p-value = 0.84 
noise = 93 -> p-value = 0.23 

Not Statistically Significant 

McNemar’s Tests 

Fig. 1. ROC points for SVM and ILP 
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Interpretable Classifiers 



Interpretable Classifiers 

TRAINING  

SET 

TEST SET 

Pos Cover by Rules 6 1 

Neg Cover by Rules 0 0 

TOTAL Pos /Negs 71 + / 109 - 47 + / 121 - 

TRAINING  

SET 

TEST SET 

Pos Cover by Rules 17 7 

Neg Cover by Rules 0 0 

TOTAL Pos /Negs 71 + / 109 - 47 + / 121 - 
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Malignant Rules 



Malignant Rules 

 
 
 
 

TRAIN 
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Malignant Rules 

 
 
 
 

TEST 
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Malignant Rules 
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Fig. 2. ROC points for SVM and malignant rules from ILP 



Malignant Rules 
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Fig. 3. ROC points for malignant rules from ILP and decision tree classifier 



Conclusions 

● We explored alternatives to our best SVM classifier and have shown that it is 

possible to obtain more interpretable classifiers with same performance on 

the test set 

 

● We can generate interpretable classifiers with higher performance than our 

best decision tree classifier 

 

● We concluded that Side, Clockface, Depth and Quadrant are not relevant 

variables for our dataset 

26 



Future Work 

● Search for smoothing function that can produce less 

discrete results for ILP 

 

● Apply same techniques and methodology presented in this 

work to larger and more varied datasets 

   Keel Repository [5] 

             GEO Datasets [6] 

                               TCGA Datasets [7] 

 

 

27 



Thanks 

 
 
 
 

Questions? 



 
 
 
 

Appendix 
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