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1 - Fundamentals of Network Science

More examples of “Small World”
An Introduction * The six degrees of Kevin Bacon

Network Sc ience - How many connections to link Kevin Bacon

to any other actor, director, producer...
- “Game” initiated in 1994

Six Degrees of

C;vm

vm an Introduction by l(e\un Bacon
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Pedro Ribeiro - An Introduction to Network Science

Node Properties Bipartite

- Degree related metrics: * A bipartite graph is a graph whose nodes
can be divided into two disjoint sets U and V
- Degree sequence such that every edge connects a node in U
an ordered list of the (in,out) degree of each node to one in V.
« In-degree sequence: [4,2,1,1,0]

+ Out-degree sequence: [3, 2, 2, 1, 0] Projection U
+ Degree sequence: [4, 3,3, 3,3]

v
Projection V
0 ]
) / Example:
. - - - Actor Network
- Degree Distribution © U = Actor
a frequency count of the occurrences of each degree I V = Movies
[usually plotted as probability - normalization] () fe
In-degree Distribution Out-degree Distribution Degree Distribution o
25 25
: : ©
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1 1
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o1z s s Image: Adapted from Leskovec, 2015
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2 - Measuring Networks and Random Graph Models

(3) Clustering Coefficient

Measurlng Networks and * Clustering coefficient:

Random Graph MOdels - What portion of i's neighbors are connected?
- Node i with degree k;
[MPORTO Pedro Ribeiro tp - C€[0,1]

i mEszs (DCC/FCUP & CRACS/INESC-TEC) T T ——
- Ci_ k-(k-— 1) between the neighbors of node i
Ci=1 Ci=1/2 C;=0

1 n
* Average clustering coefficient: C=— E C;
(Heavily based on slides from Jure Leskovec and Lada Adamic@ Stanford University - CS224W) N i
Pedro Ribeiro - Measuring Networks and Random Graph Models

The Small World Model Interpreting Power-Laws
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3 - Node Centrality

Betweenness: Question

Node * Find a node that has high betweenness
Centrality but low degree

MrorTO Pedro Ribeiro P
RO mensss  (DCC/FCUP & CRACS/INESC-TEC)

sssss

(Heavily based on slides from Jure Leskovec and Lada Adamic @ Stanford University) Pedro Ribeiro - Node Centrality

Closeness: Definition Eigenvector Centrality

* Closeness is based on the length of the * How “central” you are depends on how “central”
average shortest path between a node your neighbors are
and all other nodes in the network

Closeness Centrality:

: 1 :
Cc ( I ) — N -
dli,j . i
2, dli.J) Cl0) =wi: )
o @k
Normalized Closeness Centrality: | RY X« ())
C.(i)=C.(i)x(n—1) Vinen raphe are g e
we multiply by n
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4 - Network Analysis and Visualization with Gephi

Network Analysis
and Visualization
with Gephi

[MPORTO Pedro Ribeiro
FC PACLioms e Decws (DCC/FCUP & CRACS/INESC-TEC)
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5 - Link Analysis

Structure of the Web

Link AnalySIS: * Broder et al.: Altavista web crawl (Oct '99)
Page Ra n k - Web crawl is based on a large set of starting points accumulated

over time from various sources, including voluntary submissions.
- 203 million URLS and 1.5 billion links

PORTO Pedro Ribeiro : Goal: Take a large snapshot of the Web and
[Fgm:mgsgﬁgwo (DCC/FCUP & CRACS/INESC-TEC) P £an try to understand how its SCCs “fit
together” as a DAG

T 88 PageRank ©

. Tomkins,

Broder, and
i Kumar

(Heavily based on slides from Jure Leskovec and Lada Adamic @ Stanford University)

Pedro Ribeiro - Link Analysis: PageRank

PageRank: How to Solve?

Hubs and Authorities

Interesting pages fall into two classes: = y a m
) : ul Power Iteration: ol Tl B
1) Authorities are pages containing usefu o o
information Setr; « 1/N al % | 0 | 1
e m| 0| % |0
- Newspaper home pages .1 r’j P Zi—)jd_l
- Course home pages . "o p— g ¢ r, =r,/2+r, /2
.Slla | | 2: 'r — -r b B 3
- Home pages of auto r, =r,/2+r,
manufacturers Hub @ . e o “If |[r=7'| >e:goto 1 Iy =T, /2
2) Hubs are pages that g Example:
link to authorities . ! r, 13 13 512 9124 6/15
- List of newspapers = /3 36 1/3 11/24 ... 6/15
- Course bulletin Ty 1/3 1/6 3/12  1/6 3/15
- List of auto manufacturers lteration 0, 1, 2, ...
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6 - Roles and Community Structure in Networks

Community Structure
in Networks

@PORTO Pedro Ribeiro P
fC wEsgEs. (DCC/FCUP & CRACS/INESC-TEC)

il

(Mainly selected slides from Jure Leskovec and Gonzalo Mateos)

Zachary's karate club

» Social interactions among members of a karate club in the 70s

» Zachary witnessed the club split in two during his study
= Toy network, yet canonical for community detection algorithms
= Offers “ground truth” community membership

Pedro Ribeiro - Community Structure

Examples of Roles

S ecenters of stars
e A & : omembers of cliques
3 g

aperipheral nodes
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[Newman 2006]
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7 - Subgraph Patterns

e @ @ l Similar Randomized Networks
o — 1 2

i
o

Subgraphs as Fundamental
Ingredients of Complex Networks

Concepts, Methods and Applications

[APORTO Pedro Ribeiro
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Network Science (DCC/FCUP)

Subgraph concepts - Significance

Traditional Null Model — keep Degree Sequence

. Random Networks .
motif: @ Sa, 3.

3
K
®--.--- 8

Image: Adapted from (Milo et al., 2002)

Original Network

St = fundamental of networks Pedro Ribeiro

Example Application

Triad Significance Profile
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Different networks have similar fingerprints!

Subgraphs: fundamental ingredients of networks

Image: (Milo et al., 2004)

Pedro Ribeiro

The G-Trie data structure

® G-Tries: (customized) collections of subgraphs
— Common substructures are identified
— Information is “compressed”

XN °-
ggg/j e &
oS ol IIEIRIEEIE

#1 #2 #3 #4 #5 #6
[Ribeiro & Silva, DMKD,2014]

Pedro Ribeiro

Subgraphs: fundamental ingredients of networks
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8 - Analyzing networks with NetworkX

NetworkX

Network Analysis in Python

Adding edges and nodes explicitly

Here is our first example of an undirected graph:

# Create an empty undirected graph
G

= nx.Graph()
# Create some nodes
G.add_node(1) # create a single node
G.add_nodes_from([2,3]1) # create nodes from a list
G.add_node(" four") # node labels can be of different types (anything hashable)
# Create some edges
G.add edge(1,2)
G.add_edges_from([(2,3),(3,"four"), ("four", 1), (1,3)1)
G.add_edges_from([(2,5),(2,6)1) # if a node does not exist, it is created

# Show nodes and edges
print(G.nodes)
print(G.edges)

# Draw the graph (more on this later)

nx.draw(G, with_labels = True)

[1;:2: 3; “four"; 5; 61

El1;. 2), 3, *fourt), 13, BY. (2.03%, (2, 5),..02, 60 43; *Tour')]

# Returns a random Barabasi-Albert graph with n=208 nodes and each new node connects te m=1 nodes
G = nx.barabasi_albert_graph(2e,1)
nx.draw(G, with_labels=True)

Drawing arguments

It accepts many possible arguments:

G = nx.balanced tree(4,3)

nx.draw(G, with labels=True,
node size=200, # size of nodes
font_size=10, # text label size
node color="red", # color of nodes
font color="white", # color of nodes

width=2, # width of edges
pos=nx.spring_layout(G, iterations=588, k=1.5)
)
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9 - Network Construction

How to construct networks?

_ MW on
[FL!P%Z:*O (DCC/FEUeI:j gotier{klchﬁll\lrE%C-TEC) ‘p N M “ “ Q

Network construction
Students One-mode student projection “ “ -¥ “ bl
- P W
projects >

W W R T
.“ , .J . ..
Today: How to construct and infer networks
from raw data?

Network Construction

(Mainly selected slides from Jure Leskovec, Lucas Lacasa and Vanessa Silva) AU B P ey

Network Deconvolution Visibility Graphs
\u—\h). . < L

Goal: Reverse the effect of transitive information flow
across all indirect paths:

* Recover true direct network (blue edges, G 4;i;) based on
observed network (combined blue and red edges, G},s)

NVG
True network ( Gdir) ]
Transitive effects | @ @ @@
- @ | - @ o / , B ‘_@ = @
etwork deconvolution - i @ -~ @ N
| o %e8/\® o

Di i L N\ L
::Inlé?rcgc?c e?fcetits T ! T T O N N TR A @ ®@ @ i @

Feizi et al., Nature Biotechnology, 31:8, 2013.
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10 - Link Prediction

Link Prediction: Methods

-Loca\ similarity
Global similarity

Quasi-local
similarity

Similarity-based

Link Prediction:
an introduction

A Survey of Link Prediction in Complex Networks

Hierarchical

Local
methods random graph
HRG]
‘Similarity-based Global
methods methods Stochastic block
Quasi-local Link Predicion Prosablistc and model (SBM)
methods Approaches L

Probabilistc and
statistical methods

Agorithmic
methods

Class fier-based
methods

Link prediction
approaches

Metaheuristic-based | Probabilistic
relational model

Exponential

[@ProRTO Pedro Ribeiro P
Fo Wi (DCC/FCUP & CRACS/INESC-TEC) mese

methods

Preprocessing
methods random graphs
Fig. 1. Our proposed taxonomy for link prediction techniques T

L J

=
reduction-based
Matrix
factorization-based
Leaming-based

Information
theory-based

Clustering-based
Perturbation-
based

Other approaches

Pedro Ribeiro - Link Prediction: an introduction

i Community-based measures
ReSOU rce A"OCﬁtIOI"I Index Community-based measures

* Fraction of a “resource” that a node can send to
another through their common neighbors

(based on slides used by myself at PBS and by Marcia Oliveira)

How to compute?

5 . 1 g
res_alloc(i, j) = X, ¢ NOND N Zue NN Gegreeu)

C)

(2)
N(i)/N(j) — set of neighbors of node i/ node j G

(o)

Example: o .G

res_alloc(F, H) :§ +§ = % o

Pedro Ribeiro - Link Prediction: an introduction

Pedro Ribeiro - Link Prediction: an introduction
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Diffusion and Cascading Behavior

7_diffusion.pdf — Okular Cascading fallure - wikipedia - Mozilla Firefox

« & 0 & wikipedia.org, E 1w - B O +k MO @ =
—re & alk Contributions Create account Log in
T o S
0 W Article Talk Read Edit View history | Search Wikipe Q
A ¥
one
T_—

WlKi;’EI)[A Cascading failure

The Free Encyclopedia From Wikipedia, the free encyclopedia
Main page A cascading failure is a process in a
system of interconnected parts in
which the failure of one or few parts

can trigger the failure of other parts
and so on. Such a failure may happen
in many types of systems, including

Random article

Donate to Wikipedia

Wikipedia store i
power transmission, computer

N etWO rk Effects a n d Interaction networking, finance, transportation
o " systems, organisms, the human body,
Cascading Behavior (1)

and ecosystems

Cascading failures may occur when

1-cascades2 — Okular x Epldemic Calculator - Mozilla Firefox o @
CS224W: Analysis of Networks Netw L B2 | O re cor Eor |epder [ENDEE L v dmsc Bwe | > + v
Jure Leskovec, Stanford University €)>Ca 0 & gabgoh.github.lo B -9 r MDD e @ =

http://cs224w.stanford.edu

Epidemic Calculator

SIR Model

SIR model: Node goes through phases

IS
Infected Recovered

Jii

usceptibl

Models chickenpox or plague:

Sl |deS and V|deos Once. you heal, you carl n.ever get infected again _

. Assuming perfect mixing (The network is a

from previous courses complete graph) the ‘ A— Fomarni
are available model dynamics are: . ‘f“' " R Lo

: dS o dR . Ef-
on the website a7 Zea %
5]
T 21 7 ] - -
d timle

d
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Graph Neural Networks

* “deep learning meets network science”

https://agraph-neural-networks.github.io/

Lingfei Wu - Peng Cui OUt“ne
Jian Pei - Liang Zhao £ds.

Graph Neural
Networks

—-————————————."g‘

r- Time History of GNNs | GNN book website :

|* GNNs: Foundations and Models | https://graph-neural-
networks.github.io/index.html

GMNMNs
Foundations
GNN Springer :
https://link.springer.com/book

Graph Generation and Transformation )\ /10.1007/978-981-16-6054-2
Dynamic Graph Neural Networks

p Amazon :
Graph Matching ] https://www_amazon.com/Gra
Graph Structure Learning /

_/ ph-Neural-Networks-
Foundations-
Applications/dp/9811660530

GMNNs in Program Analysis
GNNs in P 5 - “tr T ID.com (JRF-HER) :
s in Predicting Protein Function & Interaction https://item.jd.com/10043589

GNNs in Natural Language Processing 466641 html

)
-

Foundations, NI

Frontiers,
and Applications

Applications

@ Springer

> DEEP
&y PyG oy i
4
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Graph Representation Learning

https://www.cs.mcgill.ca/~wlh/grl book/

‘% MORGAN &CLAYPOOL PUBLISHERS

Graph
Representohon
Learning

William L. Hamilton

Sywvrriests LECTURES oN ARTIFICIAL
INTELLIGENCE AND MacHiNe LEARNING

Ronald ). Hirach y, Fi L and Peter

Prefacel

Acknowledgments|
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Machine Learning With Graphs

https://web.stanford.edu/class

/cs224w/

CS224W: Machine Learning with Graphs
Stanford / Fall 2024

Logistics

Lectures: are on Tuesday/Thursday 3:00-4:20pm in person in the NVIDIA Auditorium

Lecture Videos: are available on Canvas for all the enrolled Stanford students

Public resources: The lecture slides and assignments will be posted online as the course progresses. We are happy for anyone to use these resources, but we
cannot grade the work of any students who are not officially enrclled in the class.

Contact: Students should ask all course-related questions on Ed (accessible from Canvas), where you will also find announcements. For external inquiries, personal
matters, or in emergencies, you can email us at cs224w-aut2425-staff@lists stanford edu

Academic accommodations: If you need an academic accommodation based on a disability, you should initiate the request with the Office of Ac Educa
(OAE). The OAE will evaluate the request, recommend accommodations, and prepare a letter for the teaching staff. Once you receive the letter, send it to our staff
email address. Students should contact the OAE as soon as possible since timely notice is needed to coordinate accommodations.

Instructor Course Assistants

Kexin Huang (Head CA) Aman Patel Harper Hua

4 | Stanford CS224W:

Stanford Online « 522 mi

. Stanford CS224W:

| Stanford Online + 164 mi

Stanford CS224W:

| Stanford Online - 126 mi

Stanford CS224W:

| Stanford Online + 136 m
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Machine Learning with Graphs | 2021 | Lecture 1.1 - Why Graphs

visualizagBes + hd 4 anos

Machine Learning with Graphs | 2021 | Lecture 1.2 - Applications of Graph ML

visualizagBes » hd 4 anos

Machine Learning with Graphs | 2021 | Lecture 1.3 - Choice of Graph Representation

visualizagBes + hd 4 anos

ML with Graphs | 2021 | Lecture 2.1 - Traditional Feature-based Methods: Node

visualizagBes » hé 4 anos



Graph Databases

https://en.wikipedia.org/wiki/Graph database

OREILLY"

@neos]

Grapn | 4 InfiniteGraph b|a%§.r§3’w
Databases )

o
lan Robinson, GraphDB

Jim Webber & Emil Eifrem

NEWOPPORTUNITIES FOR CONNECTED DATA @ °3 AllegroGraph
o
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Me, Myself... and Graphs!

DO YOU HAVE A NETWORK?2
Any
other
data types
| Networks! 7 hl

~ ANDTLLANALYSEIT!
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write lyrics for bohemian rhapsody bout about the

ChatGPT

<4 Bohemian Graphsody - A Tribute

beauty of graphs and network science

to Network Science </

(To the tune of "Bohemian Rhapsody" by Queen)

[Intro - slow piano ballad]
Is this adjacency?

Is this just symmetry?
Caught in a structure

No escape from topology

Open your mind

Look to the sky and seeeee—

I’m just a node, now

| need no sympathy

Because I'm

In-degree, out-degree

Weighted edge, randomly

Any way it flows, the links really matter to me...
To meeee...

Pedro Ribeiro - N

[Verse 1 - soft rock begins]

Mama, just built a graph

Put some edges in the file

Gave some weights, now watch it spiral
Mama, my code had just begun

Mama, ooooh...

Didn’t mean to blow your mind

If | find a hub again this time tomorrow
Carry on, carry on—as if Erdos still mattered

etwork Science



</ Bohemian Graphsody - A Tribute to Network Science < -
(To the tune of "Bohemian Rhapsody" by Queen)

[Verse 2 — growing intensity] [Operatic Bridge — dramatic, many voices]
Too late, my model’s run | see a little silhouetto of a node

Sends a message to each friend Modularity! Modularity!

Through the shortest path it sends Will you do the detection?

Goodbye to random ties

I've got centrality— Communities dividing, very very enlightening me!

Betweenness ranking’s climbing up on me  (Oh-oh-oh) Clustering! (Oh-oh-oh) Clustering!

Clustering! Clustering! Figaro—metrics gooo!
Mama, ooooh (any way the flow goes...)

| can’t resist this graph
| sometimes wish I'd never

seen PageRaaaaaank at all... [Heavy Rock Section]

I’m just a small node, nobody loves me
(He’s just a small node in a dense community!)
Spared from isolation by connectivity!

[Guitar Solo ] Easy come, easy go, will this edge let it grow?
Bipartite! No, we will not let it grow! (Let it grow!)
Weighted edge! We will not let it grow! (Let it grow!)
Directed? No! (Let it grow!) Undirected? No! (Let it grow!)
Never never let it grow—000000!

Pedro Ribeiro - Network Science



</ Bohemian Graphsody - A Tribute to Network Science <
(To the tune of "Bohemian Rhapsody" by Queen)

[Breakdown - dramatic, soft then loud]
No, no, no, no, no, no, no!

Oh my modularity, my modularity!
Modularity, let me gooooooo—

Erdés has a devil put aside for meee!

For meeeee! For meeeeeee!

[Finale — epic and reflective]

So you think you can cluster and leave me to cry?!

So you think you can label my node and not say why?!

Oh baby—can’t do this to me baby—

Just gotta trace out, just gotta trace the whole graph here—

[Outro - soft piano, fading]
Oooh—

Nodes really matter...
Anyone can see...

Nodes really matter—
Nodes really matter...

To meeeeee...

(Any way the flow goes...)

Pedro Ribeiro - Network Science
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