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Understanding Performance

When trying to choose among different computers, performance is one 

of the first key attributes that comes to mind.

Assessing the performance of computers can be quite challenging since 

the scale and intricacy of modern software systems, together with the 

wide range of performance improvement techniques employed by 
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wide range of performance improvement techniques employed by 

hardware designers, have made performance assessment much more 

difficult.



Understanding Performance

When we say one computer system has better performance than 

another, what do we mean?

An analogy with passenger airplanes shows how subtle the question of 

performance can be. Which airplane has the best performance?
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Understanding Performance

The algorithm determines both the number of source-level statements 

and the number of I/O operations executed.

The programming language, compiler and architecture determines the 

number of machine instructions executed per each source-level 

statement.
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statement.

The processor and memory system determines how fast instructions are 

executed.

The I/O system (hardware and operating system) determines how fast 

I/O operations are executed.



Performance Metrics

There are 2 distinct classes of performance metrics:

• Performance metrics for processors – assess the performance of a processing 

unit, normally done by measuring the speed or the number of operations that it 

does in a certain period of time

• Performance metrics for parallel applications – assess the performance of a 

parallel application, normally done by comparing the execution time with 

multiple processing units against the execution time with just one unit
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multiple processing units against the execution time with just one unit

Here, we are mostly interested in metrics that measure the performance 

of processors.



Performance Metrics for Processors

Some of the best known metrics are:

• MIPS – Millions of Instructions Per Second

• FLOPS – FLoating point Operations Per Second

• SPECint – SPEC (Standard Performance Evaluation Corporation) benchmarks 

that evaluate processor performance on integer arithmetic (first release in 1992)

• SPECfp – SPEC benchmarks that evaluate processor performance on floating 
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• SPECfp – SPEC benchmarks that evaluate processor performance on floating 

point operations (first release in 1989)

• Whetstone – synthetic benchmarks to assess processor performance on floating 

point operations (first release in 1972)

• Dhrystone – synthetic benchmarks to assess processor performance on integer 

arithmetic (first release in 1984)



Top500 Supercomputers – List for June 2019
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Response Time and Throughput

If running a program on several desktop computers, we can say that the 

faster one is the one that gets the job done first. The interest is in 

reducing response time or execution time, i.e., how long it takes to do a 

task.

If running a datacenter with several servers running jobs submitted by 
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If running a datacenter with several servers running jobs submitted by 

many users, we can say that the faster one is the one that completes the 

most jobs during a day. The interest is in increasing throughput or 

bandwidth, i.e., the total amount of work done per time unit.

In most cases, we will need different performance metrics as well as 

different applications to benchmark response time versus throughput.



Execution Time Performance

We can relate performance and execution time as follows:

imeExecutionT
ePerformanc

1
=
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We say that a computer A is N times faster than a computer B (or that 

computer B is N times slower than computer A) if:

N
imeExecutionT

imeExecutionT

ePerformanc

ePerformanc

A

B

B

A
==



Measuring Execution Time

Elapsed time – total response time to complete a task

• Includes everything – disk accesses, memory accesses, input/output (I/O) 

activities, operating system overhead, idle time

CPU time – CPU time spent processing a given task

• Excludes time spent waiting for I/O or running other programs
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• Excludes time spent waiting for I/O or running other programs

CPU time can be further divided in:

• User CPU time – time spent in the program itself (user’s code)

• System CPU time – time spent in the operating system performing tasks on 

behalf of the program (system calls)



CPU Clocking

Sometimes, it might be convenient to think about performance in other 

metrics. For example, by using a measure that relates to how fast the 

hardware can perform basic functions.

Almost all computers use a clock that determines when events take 

place in the hardware. These discrete time intervals are called clock 
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place in the hardware. These discrete time intervals are called clock 

cycles (or ticks, clock ticks, clocks, cycles).

Clock (cycles)

Data transfer
and computation

Clock period



CPU Clocking

The duration of a complete clock cycle is the clock period and the 

number of cycles per second is the clock rate (or clock frequency), 

which is the inverse of the clock period.

(s) dClockPerio

1
(Hz) ClockRate =
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Clock period (duration of a clock cycle)

• e.g., 250ps (picoseconds) = 0.25ns (nanoseconds) = 250×10–12s (seconds)

Clock rate (cycles per second)

• e.g., 4.0GHz = 4000MHz = 4.0×109Hz = 1 / (250×10–12s)

(s) dClockPerio



CPU Clocking

A simple formula relates clock cycles to CPU time for a given program P:

Or alternatively, because clock rate and clock period are inverses:

dClockPerioclesCPUClockCyCPUTime PP ×=
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ClockRate

clesCPUClockCy
CPUTime P

P =



Instruction Count, CPI and IPC

Another way to think about CPU time is that it equals the number of 

instructions executed multiplied by the average time per instruction.

• Instruction count (IC) is determined by the program, the compiler and the 

instruction set architecture

• Clock cycles per instruction (CPI) is determined by CPU hardware and is the 

average of all instructions executed in the program

•
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• Instructions per clock cycle (IPC) is an alternative designation, which is the 

inverse of the CPI

P

P

PPP

IPC

nCountInstructio

CPInCountInstructioclesCPUClockCy

=

×=



Performance Equation

ClockRateIPC

nCountInstructio

ClockRate

CPInCountInstructio

dClockPerioCPInCountInstructioCPUTime

P

PP

PPP

×

=

×
=

××=
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Performance can be improved by reducing CPU time, i.e., by:

• Decreasing instruction count

• Decreasing CPI (or increasing IPC)

• Decreasing clock period (or increasing clock rate)

ClockRateIPCP ×

=



Example I

A compiler is trying to decide between two 

different code sequences for a computer 

requiring the following instruction counts.

Which sequence has more instructions?

• Sequence 1 (S1) has 2+1+2 = 5 instructions

• Sequence 2 (S2) has 4+1+1 = 6 instructions

Class of Instruction A B C

CPI for class 1 2 3

IC in Sequence 1 2 1 2

IC in Sequence 2 4 1 1
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• Sequence 2 (S2) has 4+1+1 = 6 instructions

Which will be faster?

• S1 takes (2x1)+(1x2)+(2x3) = 10 cycles

• S2 takes (4x1)+(1x2)+(1x3) = 9 cycles

What is the CPI for each sequence?

• CPI(S1) = 10/5 = 2.0

• CPI(S2) = 9/6 = 1.5



Example II

Consider two computers with the same instruction set architecture. 

Computer A has a clock period of 250ps and a CPI of 2.0 for a program P. 

Computer B has a clock period of 500ps and a CPI of 1.2 for the same 

program P. Which computer is faster for this program and by how much?

psIC

dClockPerioCPIICCPUTime APAPPA

2500.2 ××=

××=
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Computer A is 1.2 (600/500) times faster than computer B for program P.

psIC

dClockPerioCPIICCPUTime

psIC

psIC

P

BPBPPB

P

P

600

500

2500.2

×=

××=

×=

××=



Why RISC is Good?

While RISC binaries files are larger than those of non-RISC architectures 

(instruction count increases), the CPI (clock cycles per instruction) and 

the clock period (set to the length of the longest pipeline stage) 

dClockPerioCPInCountInstructioCPUTime PPP ××=
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the clock period (set to the length of the longest pipeline stage) 

decrease further. As a result, performance is greatly increased.



Performance Summary
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ClockCycle
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sClockCycle
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dClockPerioCPInCountInstructioCPUTime

××=

××=
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Performance Summary
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